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Abstract 

This study addresses the challenge of improving doctor-patient communication in medical chatbot systems by integrating sentiment analysis to 

classify doctor responses as positive or negative. The primary objective was to develop a model that enhances the emotional intelligence and 

appropriateness of chatbot interactions using Logistic Regression. The model achieved 98.63% accuracy, 99.68% precision, 95.90% recall, and 

97.75% F1-score, demonstrating its high reliability in classifying sentiments with minimal misclassifications. While the model performs well, 

further improvements could focus on reducing false negatives to increase recall. The implications of this research are significant for digital 

healthcare, as the model enables chatbots to provide more empathetic, context-aware responses, improving patient engagement and overall 

communication. The novelty of this study lies in applying sentiment analysis within medical chatbot systems, contributing to the growing field 

of emotional intelligence in digital healthcare. The findings highlight the potential of sentiment analysis to enhance patient interactions, making 

medical chatbots more effective and human-like. This study provides a solid foundation for further advancements in healthcare chatbots, 

demonstrating the potential of machine learning to improve the quality of doctor-patient communication in a digital context. 
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1. Introduction 

The development of medical chatbots has progressed rapidly as advancements in artificial intelligence and natural 

language processing have driven novel solutions for patient care [1], [2]. Early iterations of these systems were 

designed to offer basic automated responses, while recent hybrid models have demonstrated significant benefits, 

including reducing hospital readmissions for chronic conditions by up to 25% and increasing patient interactions by 

approximately 30%, which improves care adherence [1]. Extensive reviews have identified multiple benefits, such as 

enhanced accessibility and personalized care, while also highlighting challenges relating to data privacy and ethical 

use [3], [4]. The evolution of these conversational agents reflects an ongoing effort to integrate digital health solutions 

into routine practice, thus enabling improved chronic disease management and timely patient support [1], [2]. Their 

growing importance underscores a digital transformation in healthcare delivery that continues to redefine patient 

interaction and service efficiency [3], [4]. 

Sentiment analysis involves examining users’ text inputs to gauge emotional tone, enabling chatbots to respond with 

enhanced empathy and contextual relevance [5]. By interpreting subtle emotional cues, AI systems can adjust their 

conversational strategies to better align with users’ feelings, ultimately fostering increased trust and responsiveness in 

interactions [6]. This application is particularly valuable in healthcare settings, where empathetic dialogue can 

significantly enhance patient support and intervention efficacy [7]. The integration of sentiment analysis into chatbots 

transforms standard automated responses into dynamic, human-like interactions that are sensitive to users’ emotional 

states. Consequently, this fusion of natural language processing (NLP) techniques and affective computing not only 

improves the capacity for personalized care but also contributes to a more engaging and supportive user experience, 

marking a pivotal evolution in the design and implementation of medical chatbots [5], [6] 
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Improving medical chatbot response quality remains a significant challenge, particularly concerning the integration of 

emotional tone and clinical relevance to address patient needs. Recent studies demonstrated that enhancing instruction 

prompt tuning and retrieval-augmented methods can generate more accurate free-text responses, thus improving the 

alignment between automated and human-delivered care [8]. Furthermore, evaluations have revealed that the 

incorporation of emotional elements enhances empathetic responses, thereby increasing patient satisfaction and trust 

[8]. Although advancements in conversational dynamics and sentiment analysis have fostered emotionally intelligent 

interactions, the need to fine-tune these systems to consistently match patients’ contextual and emotional cues is evident 

[9]. Reviews of emotionally intelligent chatbots underscore the importance of ensuring that interactions are not only 

clinically precise but also emotionally supportive, ultimately contributing to improved patient outcomes [10], [11]. 

Collectively, these insights highlight the necessity for continued research in refining emotional and contextual accuracy 

in medical chatbot communications. 

The variability of sentiment in doctor-patient chatbot interactions poses notable challenges in ensuring consistently 

empathetic and contextually appropriate responses. Diverse patient expressions can lead to fluctuations in the chatbot’s 

output, potentially undermining trust and the overall quality of care [12]. Robust sentiment analysis models are 

therefore essential to detect and address these emotional variances in real time, allowing chatbots to adjust their 

responses based on the inferred emotional state of the patient[13]. This variability necessitates the development of 

adaptive algorithms capable of accurately interpreting users' sentiment, reducing the risk of miscommunication, and 

enhancing therapeutic rapport. A systematic incorporation of sentiment analysis into medical chatbots represents a 

pivotal step towards improving the dynamic interaction between patients and digital health systems, ultimately 

supporting better patient engagement and clinical outcomes [13]. 

The primary objective is to develop a Logistic Regression model tailored for performing sentiment analysis on doctors' 

responses within a medical chatbot context. Logistic Regression has been demonstrated to achieve competitive 

performance compared to other machine learning algorithms for sentiment classification tasks [14]. Its established 

effectiveness in handling multifactorial datasets, including sentiment data, makes it a suitable tool for discerning 

nuanced emotional cues in doctors' responses [15]. Moreover, its simplicity and computational efficiency facilitate 

scalability and interpretability in real-time chatbot applications, thus enhancing the overall empathy and responsiveness 

of the system. By leveraging these advantages, the proposed model intends to quantify sentiment in doctor-patient 

interactions, thereby contributing to more personalized and contextually appropriate medical care. 

The objective is to develop and evaluate a Logistic Regression model that classifies doctor’s responses in a medical 

chatbot as positive, negative, or neutral. This approach leverages established techniques in feature extraction and 

sentiment classification, ensuring that the model comprehensively addresses the variability of sentiment in doctor–

patient interactions [16]. By employing standard evaluation metrics such as accuracy, precision, recall, and F1-score, 

the model’s performance will be robustly assessed using confusion matrices and cross-validation methods [17], [18]. 

This methodological framework not only aims to quantify sentiment polarity but also to enhance the empathy and 

responsiveness of chatbot communications. Ultimately, this objective supports the broader goal of improving the 

quality of automated responses in clinical contexts, thereby fostering a more engaging and reliable patient experience. 

Enhanced chatbot responses, characterized by empathetic and contextually appropriate tones, promise to significantly 

improve user experiences in digital healthcare interfaces. By integrating sentiment analysis with natural language 

processing (NLP), chatbots can adapt their responses based on patient emotions, thereby increasing trust and 

engagement. For instance, recognizing subtle cues in patient input allows the system to adjust its tone dynamically, 

reducing miscommunication and fostering a sense of personalized care. Additionally, incorporating insights from 

customer feedback further refines chatbot interactions, ensuring that responses are not only clinically correct but also 

supportive and empathetic [19]. This emphasis on emotional intelligence ultimately bridges the gap between automated 

services and human care, thus enhancing overall patient satisfaction and system effectiveness [19]. 

Enhanced healthcare chatbots have the potential to transform patient care by providing timely, personalized, and 

empathetic interactions that streamline clinical workflows. Integrating rule‐based machine learning and AI algorithms 

facilitates accurate triage, mental health support, and chronic disease management, thereby increasing patient 

engagement and overall care quality [20], [21]. Furthermore, technology-driven outreach methods can effectively close 
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care gaps in preventive care, improving both response rates and health outcomes [22]. Trust is a crucial factor in the 

adoption of these digital solutions; studies indicate that patients’ confidence in chatbot functionalities and data security 

directly influences their acceptance and sustained use [23]. Additionally, identifying predictors for the efficient 

utilization of AI chatbots has shown promise in enhancing self-screening and health counseling, particularly during 

critical public health challenges [24]. Collectively, these practical implications underscore the value of adopting 

advanced AI-driven solutions to improve individual patient experiences and optimize healthcare delivery at scale. 

2. Literature Review  

Previous studies on medical chatbot applications have demonstrated the potential of integrating sentiment analysis to 

enhance the delivery of empathetic and personalized healthcare. For instance, [7] emphasize the ethical dimensions of 

incorporating sentiment and emotion analysis in depression intervention, highlighting improved patient outcomes when 

chatbots adapt to user emotions. Similarly, [25] provide an overview of how sentiment analysis integrated with NLP 

and ML techniques customizes responses, thereby enhancing patient engagement and support. [5]  illustrate that 

empathic chatbots leveraging sentiment detection can tailor interventions according to patients’ emotional cues, leading 

to a more human-like interaction. However, [26] describe a concept for a therapy chatbot but do not provide empirical 

evidence of its effectiveness, indicating a need for further research in this area. 

The literature consistently underscores that sentiment analysis plays a critical role in enhancing communication 

between patients and digital assistants by enabling these systems to interpret and respond to users' emotional cues. By 

employing natural language processing (NLP) techniques, sentiment analysis algorithms can detect nuances in textual 

data, categorizing language into positive, neutral, or negative sentiments. [25] illustrate that this categorization 

enhances digital assistants’ ability to tailor their responses, thereby fostering more personalized interactions. In 

healthcare, where emotional context is paramount, such capabilities can bridge the communication gap between 

patients and automated systems, leading to improved patient satisfaction and adherence to medical advice. 

A further dimension of this role is revealed in the challenges of multilingual and culturally diverse settings. Biswas 

[27] reviews the complexities of multilingual sentiment analysis, noting that advanced AI models are essential for 

addressing subtleties in linguistic expression and cultural context. These enhanced models not only refine the accuracy 

of sentiment detection but also improve the voice of digital assistants across varying patient demographics, thereby 

promoting equitable care. Furthermore, digitally mediated communication benefits from sentiment analysis by 

rendering digital assistants capable of conveying empathy—a quality that has been empirically associated with higher 

levels of trust and a more positive patient experience [28],[29]. 

Additionally, the integration of sentiment analysis into the operational framework of digital assistants enables the 

monitoring and adaptation of dialog strategies in real time. For instance, [30] demonstrate that incorporating emotional 

tone adjustments in chatbot responses can significantly reshape service delivery, ensuring that the digital assistant 

remains responsive to individual patient needs. This dynamic adjustment is crucial for minimizing misunderstandings 

and reinforcing the therapeutic rapport, which is vital in contexts ranging from chronic disease management to mental 

health support. Concurrently, [31] emphasize that leveraging state-of-the-art NLP techniques not only streamlines the 

interpretative process but also enriches the overall quality of patient communication, ensuring that digital assistants 

supplement and bolster the delivery of healthcare services. 

By synthesizing these insights, it becomes evident that sentiment analysis is not merely a technical adjunct but a central 

component in crafting more empathetic, context-aware digital assistants. These advancements collectively contribute 

to a paradigm shift in healthcare communication—transforming digital assistants from purely informational tools into 

interactive, emotionally intelligent partners in patient care. 

Common methods for sentiment classification typically involve both traditional machine learning techniques and 

advanced feature extraction approaches. Logistic Regression, a widely used method, has shown strong performance in 

text classification tasks due to its computational efficiency and accuracy [32], [14]. Comparative studies indicate that 

while Support Vector Machines and Naive Bayes classifiers are also effective, Logistic Regression often demonstrates 

competitive performance in terms of precision and recall when applied to sentiment datasets [32], [33]. Additionally, 

hybrid models that incorporate techniques such as TF-IDF and word embeddings (e.g., Word2Vec) enhance 
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classification accuracy by providing richer feature representations [34]. Recent work has confirmed that Logistic 

Regression yields reliable results, especially in contexts where interpretability and rapid classification are essential, 

such as in digital assistants and online customer feedback systems [17]. 

3. Methodology 

Figure 1 presented outlining the methodology used for the sentiment analysis process. It provides an overview of the 

key steps involved, from data collection to model evaluation. This visual representation helps in understanding the 

systematic approach taken to process and classify sentiments.  

 
Figure 1. Research Methodology 

3.1.Data Collection 

The dataset consists of interactions between patients and doctors within a medical chatbot system. It includes three 

main columns: Description, Patient, and Doctor. The Description column captures the patient's query or concern, 

typically outlining symptoms, medical inquiries, or requests for advice. This column reflects the nature of the patient’s 

question, which can range from simple health-related issues to more complex medical conditions. The Patient column 

contains the full text of the patient's message, providing additional context and details such as age, gender, or specific 

health information. It is an unstructured message from the patient to the doctor, which can include informal language 

and descriptions of symptoms or experiences. The Doctor column holds the doctor's response, offering medical 

explanations, advice, or guidance related to the patient's query. The doctor's answer is typically structured and aims to 

address the patient's concern in a clear and informative way. 

Together, these three columns form a comprehensive dataset of patient queries and doctor responses. The Description 

and Patient columns work together to establish the context of the inquiry, with the Doctor column providing the 
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necessary information to address the patient's question. This structure allows for detailed analysis, such as sentiment 

classification, where the doctor’s responses can be categorized into positive, negative, or neutral sentiments. 

Additionally, the Description column can be useful for understanding the specific medical concerns being raised, while 

the Patient column provides important context that might influence how the doctor responds. 

3.2. Data Preprocessing 

Data preprocessing in sentiment analysis is critical for improving classification accuracy and reducing computational 

complexity. The process begins with text cleaning, which encompasses case folding (converting text to lowercase), 

punctuation removal, and elimination of numbers to standardize the input data [35]. Tokenization then segments text 

into individual words or tokens, facilitating further analysis [36]. Following this, stopword removal eliminates 

commonly used words that do not contribute significantly to the sentiment, thus reducing noise in the dataset [36]. 

Stemming further refines the text by reducing words to their root forms, ensuring that semantically similar tokens are 

treated uniformly[35][37]. These steps, implemented efficiently using libraries such as NLTK, decrease training time 

and improve the performance of sentiment classifiers by ensuring that only meaningful features are retained in the 

dataset[37]. 

3.3. Sentiment Classification 

The sentiment classification approach involves converting preprocessed text into numerical features using vectorization 

techniques such as TF-IDF, which capture significant lexical information. The extracted feature vectors are then input 

into a multinomial Logistic Regression model that computes the probability of each response belonging to one of three 

sentiment categories (positive, negative, or neutral) [18]. The logistic regression model uses the following equation to 

calculate the probability of a class for a given input 𝑥: 

    𝑃(𝑦 = 1|𝑥) =  
1

1+𝑒−(𝜔𝜏𝑥+𝑏)    (1) 

Where: 

𝑃(𝑦 = 1|𝑥 is the probability of the positive class (sentiment). 

𝜔 is the vector of model weights. 

𝑥 is the vector of features from the input data. 

𝑏 is the bias term. 

𝑒 is Euler's number (base of the natural logarithm). 

The output of the logistic regression model is a probability, and based on the decision threshold (usually 0.5), the 

sentiment is classified into one of the categories: positive, negative, or neutral. Parameters of Logistic Regression: 

Weights (w) : These are the learned parameters that correspond to the importance of each feature. 

Bias (b)  : The offset used in the decision boundary of the model. 

Learning Rate : Controls how much the model updates its weights during training. Typically used in     

           optimization techniques such as gradient descent. 

Regularization : This parameter helps prevent overfitting by penalizing large coefficients. 

L2 regularization (Ridge) : Adds a penalty proportional to the sum of the squared weights. 

L1 regularization (Lasso) : Adds a penalty proportional to the absolute sum of the weights. 

Max Iterations : Defines the maximum number of iterations the optimization algorithm should run. 

The model leverages weight coefficients to discern subtle differences in emotional tone, thereby ensuring that even 

neutral sentiments are effectively identified. To optimize its performance, cross-validation and hyperparameter tuning 

are incorporated, while performance is assessed using standard metrics like precision, recall, F1-score, and accuracy 
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[38]. This methodology, by combining lexicon-based features (e.g., VADER) with machine learning techniques, has 

been proven to improve the robustness and generalizability of sentiment classification in diverse text datasets [18]. 

3.4. Model Evaluation 

Model evaluation involves assessing the performance of the Logistic Regression classifier using standard metrics such 

as Accuracy, Precision, Recall, F1-Score, and Confusion Matrix to quantify its effectiveness in sentiment classification. 

These metrics provide insights into both overall classifier performance and class-specific prediction quality. For 

instance, [17] compares various classifiers including Logistic Regression and provides performance metrics that help 

in understanding the strengths and weaknesses of different models. Similarly, [15] discusses how detailed metric 

analysis, including confusion matrices, aids in recognizing misclassification trends, which is vital for iterative model 

enhancements. Together, these metrics facilitate a robust evaluation framework that drives refinements in model 

training and feature selection, ensuring enhanced accuracy and reliability in classifying sentiments as positive, negative, 

or neutral. 

4. Results and Discussion 

4.1. Model Evaluation Result 

The evaluation results for the sentiment analysis model are summarized in Table 1. The model achieves high 

performance across all key metrics, including accuracy, precision, recall, and F1-score. 

Table 1: Model Evaluation Results 

Metric Value 

Accuracy 98.63% 

Precision 99.68% 

Recall 95.90% 

F1-Score 97.75% 

The accuracy of 98.63% (0.9863) indicates that the model correctly classified the sentiment of 98.63% of the responses. 

This high accuracy demonstrates the model’s overall reliability and effectiveness in distinguishing between positive 

and negative responses. Given this high accuracy, it suggests that the model performs well across the board with few 

errors in classification. 

The precision of 99.68% (0.9968) is particularly impressive, highlighting that when the model predicts a positive 

sentiment, it is almost always correct. Precision is an important metric for evaluating how many of the positive 

predictions made by the model are accurate, and with this high precision, the model minimizes the likelihood of false 

positives, ensuring that negative responses are not mistakenly classified as positive. 

The recall value of 95.90% (0.9589) shows that the model correctly identified 95.90% of the actual positive responses. 

Recall measures how effectively the model detects positive sentiments, and while this value is slightly lower than 

precision, it still indicates strong performance. The slight difference between precision and recall suggests that the 

model occasionally misses some positive responses, but it captures the majority of them, reflecting good overall 

performance in identifying positive sentiment. 

The F1-score of 97.75% (0.9775) indicates a strong balance between precision and recall. The F1-Score is especially 

useful when both false positives and false negatives need to be minimized. This balanced score shows that the model 

is not biased toward one type of misclassification and is effective in managing both precision and recall. A high F1-

Score confirms that the model performs well in both identifying positive sentiment correctly and reducing errors in 

sentiment classification. 

The model demonstrates exceptional performance in classifying sentiments, achieving high accuracy, precision, recall, 

and F1-score. These results highlight the effectiveness of the sentiment analysis model, making it a reliable tool for 

applications, especially in medical chatbots, where accurate classification of doctor-patient communication is crucial 

for enhancing user experience and patient engagement. 
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In Figure 2, a bar chart is presented, showing the distribution of sentiment responses within the dataset. The chart 

illustrates the number of responses classified into Negative and Positive sentiment categories. As depicted in the figure, 

the Negative sentiment responses significantly outnumber the Positive sentiment responses, with the negative responses 

reaching over 175,000 while positive responses are around 75,000. This indicates an imbalance in the dataset, with a 

higher frequency of negative sentiments compared to positive ones. 

 

Figure 2. Sentiment Distribution (Positive vs Negative) 

Figure 3 displays the 20 most common words in doctor’s responses within a medical chatbot system. The chart provides 

insights into the most frequently used terms, highlighting the prominence of words related to medical advice, treatment, 

and patient engagement. 

The word "take" ranks highest in the frequency list, likely due to its usage in advice related to medications or actions 

a patient should take. Other common terms like "help," "may," "get," and "like" suggest a conversational and supportive 

tone often employed by doctors in their responses. Words such as "pain," "consult," and "treatment" point to the medical 

nature of the responses, emphasizing the focus on addressing health-related concerns. 

Terms like "answer", "would", and "hope" show the interactive nature of doctor-patient communication, where the 

doctor may offer potential solutions, suggest next steps, or express empathy. Additionally, more casual words like "hi", 

"also", and "hello" indicate the presence of conversational elements in the chatbot interactions. 
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Figure 3. Common Words 

This analysis can provide valuable insights into the communication style of doctors and how chatbot responses are 

structured to provide both medical and emotional support to patients. 

Figure 4, a word cloud is presented, showing the most frequently occurring words in doctor’s responses within the 

medical chatbot system. The size of each word in the cloud represents its frequency, with larger words being used more 

often. 

Key terms such as "good," "health," and "care" dominate the cloud, reflecting the positive and supportive tone that 

doctors often convey in their responses. Words like "wish," "thank," and "help" suggest the empathetic and caring 

nature of the responses, emphasizing the emotional support provided alongside medical advice. 

Other notable words include "answer," "understand," and "concern," indicating that the chatbot responses focus not 

only on providing medical information but also on ensuring that the patient’s concerns and questions are addressed. 

The presence of words like "query," "need," and "worry" further highlights the interaction between the patient and 

doctor, where the doctor aims to alleviate any concerns or confusion. 

This word cloud offers a visual representation of the language used by doctors, revealing the balance between offering 

medical advice and emotional reassurance in the interactions. 

 
Figure 4. Word Cloud Positive Sentiment 

Figure 5, a word cloud is displayed, showing the most frequently used words in the doctor’s responses within the 

medical chatbot system. Larger words, such as "hope," "answer," "assist," and "know", indicate a higher frequency of 

occurrence, demonstrating that these words are central to the responses provided by the doctor. 
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The presence of words like "query," "regard," and "let" suggests that the doctor's responses aim to address the patient's 

questions or concerns in a clear and empathetic manner. Terms like "take care", "help," and "inform" show the 

supportive tone of the interaction, emphasizing the doctor's role in guiding the patient and providing reassurance. 

Additionally, words such as "doctor," "consult," and "physician" highlight the medical nature of the responses, 

underscoring the professional and consultative aspect of the chatbot. The variety of words in this word cloud reflects 

both the medical advice and the empathetic, patient-centered communication style used by doctors. 

 
Figure 5. Word Cloud Negative Sentiment 

Figure 6 shows the confusion matrix for the sentiment analysis model, which provides a clear visualization of how well 

the model performs in classifying positive and negative responses. The confusion matrix is an essential tool for 

understanding the model's classification behavior, as it illustrates the actual and predicted values of each sentiment 

class (positive and negative). 

 

Figure 6. Confusion Matrix 

The confusion matrix provides a comprehensive visual representation of the model’s performance in classifying 

positive and negative sentiments. It highlights the number of correct and incorrect predictions made by the model, 

serving as an essential tool for evaluating classification performance. The matrix is divided into four quadrants: True 

Positives, True Negatives, False Positives, and False Negatives. 
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The top-left cell of the confusion matrix represents True Negatives (TN), where the model correctly identified negative 

responses as negative. This demonstrates that the model is effective in accurately distinguishing negative sentiment, 

which is crucial to ensure that negative responses are not mistakenly classified as positive. The bottom-right cell 

represents True Positives (TP), where the model correctly identified positive responses as positive. This highlights the 

model’s strong ability to classify positive sentiment accurately, which is especially important in healthcare applications 

where empathy and positive responses are key. 

The top-right cell represents False Positives (FP), where the model incorrectly classified negative responses as positive. 

Although the number of false positives is relatively low, minimizing these misclassifications is important, particularly 

in healthcare contexts, as misclassifying negative responses as positive could lead to misunderstandings or incorrect 

conclusions about a patient’s condition. Similarly, the bottom-left cell represents False Negatives (FN), where the 

model failed to identify positive responses, classifying them as negative. While the number of false negatives is also 

relatively small, it suggests that the model missed some positive sentiments, which could be improved by refining the 

model’s sensitivity to positive responses. Addressing these false negatives would further enhance the model’s accuracy 

in detecting positive sentiment. 

The confusion matrix shows that the model is highly effective in classifying both positive and negative sentiments, 

with a low number of misclassifications. The relatively small numbers in the false positive and false negative cells 

indicate strong performance, but there is still room for improvement, particularly in reducing false negatives. These 

insights provide guidance for future improvements to the model, ensuring even greater accuracy in classifying 

sentiments in doctor-patient interactions. 

4.2. Discussion 

The sentiment analysis model's performance, as summarized in Table 1, reflects impressive results across all evaluation 

metrics, including accuracy, precision, recall, and F1-ccore. These metrics provide a comprehensive understanding of 

the model's effectiveness in classifying positive and negative sentiments in doctor responses to patient queries. The 

accuracy of 98.63% indicates that the model correctly predicted the sentiment of 98.63% of the responses, which shows 

its overall reliability. Given the high accuracy, it suggests that the model performs well in distinguishing between 

positive and negative responses in the medical chatbot context. 

The precision value of 99.68% is particularly noteworthy, as it signifies that when the model predicted a positive 

sentiment, it was almost always correct. This is critical in applications where false positives incorrectly classifying a 

negative sentiment as positive must be minimized, such as in patient care where miscommunication could lead to 

misunderstandings. Similarly, the recall value of 95.90% shows that the model correctly identified 95.90% of the actual 

positive responses. While slightly lower than precision, this value still reflects strong performance in capturing most 

of the positive sentiments. The slightly lower recall suggests that the model occasionally misses some positive 

responses but, overall, performs well in identifying them. 

The F1-score of 97.75% indicates a strong balance between precision and recall. The F1-score is particularly important 

when both false positives and false negatives are significant concerns, as it combines the performance of both precision 

and recall into a single measure. A high F1-Score confirms that the model strikes a good balance between minimizing 

both types of misclassifications and is not biased toward one over the other. In the context of medical chatbot 

applications, this balanced performance is essential for ensuring the system remains both accurate and reliable when 

classifying sentiment in doctor-patient conversations. 

The confusion matrix further complements these results by visually representing the model's classification behavior. It 

shows that the model performs well in distinguishing between positive and negative sentiments, with a high number of 

true positives (15,320) and true negatives (35,360). The relatively low numbers in the false positive (49) and false 

negative (655) cells indicate that the model makes very few misclassifications. This suggests that the model has been 

effectively trained to identify sentiment accurately, with only a small percentage of responses being incorrectly 

classified. 

However, the presence of false positives and false negatives does highlight areas for potential improvement. For 

instance, although the number of false positives is minimal (49), reducing such misclassifications further would ensure 
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even more accurate predictions. Similarly, the false negatives (655) indicate that a small portion of actual positive 

sentiments were missed, which could be addressed by refining the model’s sensitivity to positive sentiments. 

Nevertheless, the overall performance, as shown in both the metrics and the confusion matrix, demonstrates that the 

model is highly effective in classifying sentiment in doctor responses. 

The model’s high precision, recall, and F1-Score confirm its suitability for use in real-world medical chatbot 

applications, where understanding the sentiment of doctor-patient interactions is critical. By correctly classifying 

positive and negative sentiments, the model can help enhance the patient experience by ensuring that responses from 

the chatbot are appropriately framed and empathetic, improving communication and patient satisfaction. 

Previous studies have shown that integrating sentiment analysis in medical chatbots can significantly enhance the 

quality of patient interactions. For example, Denecke & Gabarrón [7] highlighted the importance of sentiment and 

emotion analysis in depression interventions, where personalized, empathetic responses from chatbots led to improved 

patient outcomes. Similarly, S. S et al. S. S et al., (2024) discussed how sentiment analysis, combined with NLP and 

machine learning techniques, could tailor responses and improve patient engagement. The findings from Lahoz-Beltrá 

& López Lahoz-Beltrá & López, (2021) also support this by demonstrating that empathic chatbots can adjust their 

responses based on emotional cues, creating more human-like interactions with patients. 

In the context of multilingual and culturally diverse settings, Biswas [27] emphasized the challenges of sentiment 

analysis across different languages and cultural contexts. Advanced AI models are necessary to detect linguistic 

subtleties, ensuring that digital assistants provide more equitable care. This is particularly important in healthcare, 

where accurate sentiment detection can bridge the communication gap between patients and automated systems, 

enhancing trust and patient satisfaction. The integration of sentiment analysis, as shown in this study, further supports 

the notion that sentiment analysis not only enriches the chatbot’s ability to engage users emotionally but also ensures 

that responses are culturally sensitive and contextually appropriate. 

The integration of sentiment analysis into medical chatbots aligns with findings from studies such as those by 

Chakravarthy & S [31], who explored how advanced NLP techniques improve the quality of patient communication in 

healthcare settings. Moreover, studies by Sestino et al. [30] demonstrated that incorporating emotional tone adjustments 

can dynamically reshape chatbot service delivery, ensuring that responses are responsive to individual patient needs, 

especially in sensitive areas such as mental health support and chronic disease management. 

These insights collectively confirm that sentiment analysis is a critical component of improving digital assistants' 

empathetic capabilities, making them not just informational tools but also emotionally intelligent partners in patient 

care. 

5. Conclusion 

This study developed and evaluated a sentiment analysis model for classifying doctor responses in a medical chatbot 

system using Logistic Regression. The model demonstrated excellent performance with an accuracy of 98.63%, 

precision of 99.68%, recall of 95.90%, and an F1-score of 97.75%. These results show that the model effectively 

distinguishes between positive and negative sentiments, making it highly reliable for real-world applications. 

While the model performs well with minimal misclassifications, further improvements could focus on reducing false 

negatives to enhance recall. The findings align with existing research, which highlights the benefits of integrating 

sentiment analysis in medical chatbots to improve patient engagement, trust, and overall healthcare outcomes. 

The sentiment analysis model provides a solid foundation for developing more empathetic and contextually aware 

chatbots. With further refinement, such models have the potential to enhance digital healthcare solutions, improving 

communication and patient care in the future. 
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