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Abstract 

This research aims to investigate the potential security risks associated with phishing email attacks and compare the performance of three main 
classification algorithms: random forest, SVM, and a combination of k-fold cross-validation with the xgboost model. The dataset consists of 
18,634 emails, with 7,312 identified as phishing emails and 11,322 considered safe. Through experiments, the combination of k-fold cross-
validation and xgboost demonstrated the best performance with the highest accuracy of 0.9712828770799785. The email classification graph 
provides a visual insight into the distribution of classification results, aiding in understanding patterns and trends in phishing attack detection. 
The analysis of the ROC curve results indicates that k-fold cross-validation and xgboost have a higher AUC compared to random forest and 
SVM, signifying a better ability to predict the correct class. The conclusion emphasizes the importance of the combination of k-fold cross-
validation and xgboost in enhancing email security, with the potential for increased accuracy through parameter adjustments.    
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1. Introduction  

In the evolving digital era, the threats to email security are becoming increasingly complex, especially with the 

emergence of phishing attacks that often deceive users [1], [2]. This research is motivated by the need to enhance the 

effectiveness of security strategies in combating phishing email attacks. Despite the utilization of numerous 

classification algorithms for phishing detection, their performance comparison in the context of email security still 

requires deeper understanding. Therefore, this research aims to investigate and compare three main classification 

algorithms: random forest, Support Vector Machine (SVM), and a combination of k-fold cross-validation with the 

xgboost model [3], [4], [5], [6]. 

The primary challenge faced is the rising complexity of phishing attacks and the need for a more precise approach for 

effective detection [7]. By identifying and understanding the performance differences among various classification 

algorithms, it is expected to provide clearer guidance for improving email security strategies. The research objective is 

to evaluate the capabilities of these three algorithms in detecting potential security threats in phishing email attacks. 

The research question is to what extent random forest, SVM, and the combination of k-fold cross-validation with 

xgboost can yield optimal results in the context of email security. 

This research holds relevance and significance in addressing the continually evolving cybersecurity challenges by 

contributing to our understanding of the performance of these algorithms. While there has been significant prior 

research focused on phishing attack detection, this study adds value by involving a detailed comparison of algorithms. 

However, it is acknowledged that this research has limitations, including constraints on the types of datasets used and 

other aspects that may affect the generalization of results. 
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The research methodology will involve the use of a dataset comprising 18,634 emails, with a focus on 7,312 phishing 

emails and 11,322 benign emails. The experimental process will include the implementation of random forest, SVM, 

and the combination of k-fold with xgboost, with in-depth analysis of the classification results and accuracy of each 

algorithm.  

2. Literature Review  

Phishing is one of the primary security threats in the online world, with email phishing being the most commonly 

employed method [9][10]. Early detection of phishing attacks is crucial to safeguard users and organizations from 

potential losses [11]. In an effort to enhance detection effectiveness, this research focuses on the application of machine 

learning algorithms such as Random Forest, SVM, and k-fold Cross-validated eXtreme Gradient Boosting (XGBoost). 

Previous studies have introduced various techniques in phishing email detection efforts [12], [13], [14]. However, 

standout solutions involve the application of machine learning algorithms, which show remarkable capabilities in 

learning patterns from data and identifying complex phishing characteristics. In this domain, algorithms like Random 

Forest, SVM, and k-fold XGBoost have emerged as primary research focuses, demonstrating significant potential in 

detecting and preventing phishing attacks. The strengths of these algorithms lie in their ability to rapidly and effectively 

process complex information, providing reliable solutions against cyber security threats. By continuously developing 

and integrating these technologies, higher levels of security against phishing attacks in the future can be anticipated. 

Random Forest, a well-known ensemble method, has proven successful in classifying complex data. Embracing the 

concept of combining multiple decision trees, Random Forest effectively addresses the issue of overfitting common in 

machine learning models. The main advantage of Random Forest is its ability to enhance detection accuracy by utilizing 

decision combinations from various distinct trees [3]. 

Several studies have highlighted the effectiveness of Random Forest in the context of phishing email detection. 

Implementation of this technique has yielded satisfying results, demonstrating that Random Forest can identify 

complex and unstructured patterns often associated with phishing attempts. By harnessing the power of multiple 

decision trees, Random Forest becomes a robust and reliable solution in tackling dynamic and diverse data 

classification challenges, as seen in the case of phishing email detection. 

SVM has become a prime choice in handling complex classification issues due to its ability to build models by seeking 

an optimal hyperplane to separate two classes [4]. The advantages of SVM are evident in various studies, particularly 

in distinguishing between phishing and non-phishing emails. This approach has shown success in positively 

contributing to early detection of potential security threats. With SVM's ability to handle nonlinear and complex data, 

this method not only reinforces security but also opens opportunities for broader applications across various domains, 

making it an effective and reliable tool in addressing challenging classification issues. 

XGBoost, as a sophisticated boosting algorithm, has gained significant popularity in handling classification cases [6]. 

One of its main advantages is its ability to improve model generalization. By implementing the k-fold Cross-validation 

approach on XGBoost, the model can be thoroughly tested using different data subsets, enhancing its ability to 

recognize more general patterns and not just specific patterns from a particular dataset [5]. 

Previous research has confirmed that applying k-fold Cross-validation to XGBoost provides high detection 

performance, especially in phishing detection scenarios. This indicates that the generated model can accurately identify 

patterns and characteristics associated with phishing practices, instilling greater confidence in the use of XGBoost as 

an effective tool in addressing classification challenges, particularly in the context of cybersecurity. 

In this research, an intriguing approach is taken by integrating three main algorithms, namely Random Forest, SVM, 

and k-fold XGBoost. The integration of these three algorithms aims to improve accuracy and robustness in detecting 

phishing attacks. By combining the strengths of each algorithm, it is anticipated that a phishing detection system can 

be created that is not only more effective but also more resilient to the varied tactics used by phishing attackers. This 

approach not only creates a strong combination in terms of detection but also provides better adaptability to evolving 

attack strategies. 
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3. Method 

Figure 1 illustrates research step from collecting data from Kaggle. Feature extraction and selection are then performed 

to prepare the data for use. Classification algorithms such as Random Forest, SVM, and XGBoost are then applied to 

the processed data. To ensure the model works well, the data is divided into two parts: a training dataset and a testing 

dataset. Finally, the model's performance is evaluated using metrics such as accuracy, precision, and recall. 

 
Figure 1. Research Step 

3.1. Dataset 

The dataset under investigation was obtained through the Kaggle platform, consisting of 18,634 emails categorized 

into 7,312 phishing emails and 11,322 identified as safe. These emails were not sourced from a single origin but were 

acquired through various channels, including phishing websites, forums, and mailing lists. With the inclusion of these 

diverse sources, the dataset provides a broad and heterogeneous representation of various types of phishing threats that 

may exist. This approach enables the research to establish a robust foundation in addressing the rapidly changing 

variations and dynamics in phishing practices. 

3.2. Feature Engineering 

In this study, two categories of features were employed to detect phishing emails: header features and body features. 

Header features encompass information from the email header, such as sender and recipient addresses, subject, and 

delivery date. On the other hand, body features involve characteristics within the email content, such as the use of 

keywords, language structure, and sentence structure. A total of 32 features were selected based on a review of the 

literature and experimental results. The feature selection process was conducted using the Information Gain method, 

aiming to choose the most important features in the classification context [15]. This method assists in filtering out 

features that significantly contribute to detecting phishing emails, thereby focusing the analysis on aspects with a 

greater impact on information security handling. 

3.3. Classification 

In this research space, three powerful classification algorithms were implemented for detecting potential phishing 

threats in emails: Random Forest Classifier, SVM, and k-fold Cross-Validation method with the application of 

XGBoost. The Random Forest Classifier, an ensemble model, leverages multiple decision trees to optimize prediction 

performance, where predictions can be explained by the formula:  

�̂� = 𝑚𝑜𝑑𝑒(ℎ1(𝑥), ℎ2(𝑥), ⋯ , ℎ𝑛(𝑥))  (1) 
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With ŷ as the class prediction, ℎ𝑖(𝑥) as the prediction from the i -th decision tree, and 𝑚𝑜𝑑𝑒(∙) as the mode function 

that selects the class with the highest frequency. On the other hand, SVM seeks the best hyperplane to separate classes 

in the feature space. The decision function of SVM is determined by the weight vector (w) and bias (b), and can be 

described by the formula: 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤 ∙ 𝑥 + 𝑏)  (2) 

XGBoost, as an ensemble algorithm employing boosting techniques, generates predictions by aggregating the outputs 

of a number of decision trees. The prediction function of XGBoost is delineated as follows: 

�̂�𝑖 = ∑ 𝑓𝑘(𝑥𝑖)𝐾
𝑘=1   (3) 

With �̂�𝑖  as the prediction for the i-th sample, K as the number of decision trees, and 𝑓𝑘(𝑥𝑖) as the output of the k-th 

decision tree. The significance of the k-fold Cross-Validation method is also acknowledged in this research. This 

method is employed to validate the model's performance by dividing the dataset into k subsets, where the overall model 

accuracy is calculated using the formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
1

𝑘
∑ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖

𝑘
𝑖=1   (4) 

The application of the k-fold Cross-Validation method in conjunction with the XGBoost algorithm is expected to 

enhance the generalization of the model, reduce the risk of overfitting, and provide a more consistent evaluation of the 

classification model's performance. By combining the strengths of these three algorithms and validation methods, this 

research aims to make a significant contribution to the effectiveness of detecting potential phishing threats at the email 

level. 

4. Result and Discussion 

4.1. Exploratory Data Analysis 

In order to uncover the potential security risks associated with phishing email attacks [16], [17], this experiment details 

the usage of three main classification algorithms, namely random forest, SVM, and the k-fold method combined with 

the xgboost model. The algorithm selection was conducted meticulously to encompass various security aspects that 

may be related to phishing emails. 

In this evaluation, the dataset comprised 18,634 emails, with 7,312 of them identified as phishing emails, while the 

remaining 11,322 were considered safe. The results of the in-depth analysis provide a clear overview of the capabilities 

and reliability of the three algorithms in detecting and classifying potential security threats that may arise in phishing 

email attacks. Through this approach, the experiment offers valuable insights to enhance the effectiveness of security 

strategies against phishing attacks by gaining a deeper understanding of the performance of the employed algorithms. 

 

Figure 2. Distribution of Email Types 

To provide a clearer visual representation, a classification graph of emails in the dataset is presented. This graph reflects 

the distribution of classification results, including the categorization between phishing emails and emails deemed safe. 

The presentation of this classification graph serves as a useful visual foundation for understanding patterns and trends 
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in phishing email detection, as well as offering a more comprehensive overview of the effectiveness of each algorithm 

in the context of email security. 

4.2. Accuracy 

Table 1 below illustrates the accuracy rates of the three mentioned algorithms: 

Table 1. Algorithm Accuracy 

Algorithm Accuracy 

Random Forest 0.9314038286235187 

SVM 0.4990884229717411 

K-fold & Xgboost 0.9712828770799785 

The analysis of the table indicates that the k-fold method and the xgboost algorithm stand out by achieving the highest 

accuracy, reaching a value of 0.9712828770799785. This superiority is evident when compared to the performance of 

other methods, such as random forest with an accuracy of 0.9314038286235187 and SVM showing a low accuracy of 

0.4990884229717411. Based on this comparison, it can be concluded that the combination of k-fold and xgboost offers 

superior performance in the context of this data analysis, demonstrating excellent capability in generating accurate 

predictions. 

4.3. Parameters 

Default parameters were utilized for all three algorithms. Nevertheless, experiments were conducted with various 

parameter variations. The results of these experiments are presented in Table 2, illustrating the accuracy of the 

algorithms with parameter modifications.  

Table 2. Algorithm Accuracy with Parameter Modification 

Algorithm Parameter Accuracy 

Random Forest n_estimators = 100, max_depth = 10 0.9314038286235187 

Random Forest n_estimators = 1000, max_depth = 10 0.9340284360189573 

Random Forest n_estimators = 1000, max_depth = 20 0.9381720430107527 

SVM C = 1, kernel = 'rbf' 0.4990884229717411 

SVM C = 10, kernel = 'rbf' 0.515311004784689 

SVM C = 100, kernel = 'rbf' 0.5232558139534884 

K-fold & Xgboost n_estimators = 100, learning_rate = 0.01 0.9673202614379085 

K-fold & Xgboost n_estimators = 1000, learning_rate = 0.01 0.9712828770799785 

K-fold & Xgboost n_estimators = 1000, learning_rate = 0.001 0.9704594180709558 

From the conducted experiments, it can be concluded that the k-fold cross-validation method combined with the 

xgboost algorithm, using default parameters, is capable of providing the most optimal level of accuracy. However, the 

potential for accuracy improvement can still be further explored by adjusting some key parameters. Specifically, 

increasing the number of estimators and reducing the learning rate in the xgboost model can be an effective strategy to 

enhance predictive performance. By optimizing both of these parameters, it is expected to achieve higher accuracy, 

strengthen the model's reliability, and enhance its ability to handle higher data complexity. 

4.4. ROC Curve Analysis and Model Stability 

From the analysis of the ROC curve, it is evident that k-fold cross-validation with xgboost stands out as the most 

effective algorithm for phishing email detection. The higher Area Under the Curve (AUC) compared to random forest 

and SVM indicates that this model has better capability in predicting the true class. With high accuracy, surpassing 

even other effective algorithms such as random forest, k-fold cross-validation with xgboost emerges as the primary 

choice for improving the reliability of phishing email detection. 
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Figure 3. ROC AUC of K-Fold dan Xgboost, SVM, dan Random Forests 

Furthermore, through model stability analysis, it was found that the accuracy of k-fold cross-validation combined with 

XGBoost remains relatively stable across each fold, indicating its resilience to data bias. This reinforces the conclusion 

that k-fold cross-validation and XGBoost are not only effective but also reliable in the context of email phishing 

detection. This reliability is demonstrated by their ability to achieve high accuracy, even when faced with relatively 

small datasets. 

 

Figure 4. Accuracy scores for each fold 

The significance of k-fold cross-validation and the XGBoost algorithm in phishing email detection lies not only in their 

effectiveness but also in their ability to handle diverse datasets with stability [18], [19], [20]. The k-fold cross-validation 

method ensures a thorough evaluation of the model by dividing the dataset into multiple subsets, thereby generating 

more accurate assessments of algorithm performance. Meanwhile, the superiority of XGBoost in handling complex 

and diverse data makes it a highly reliable choice for phishing email detection [21]. The combination of k-fold cross-

validation and XGBoost establishes a robust foundation for enhancing email security, instilling confidence that this 

algorithm can address challenges posed by various evolving phishing attack types.  

5. Conclusion 

The research results indicate that this approach provides superior performance with the highest accuracy reaching 

0.9712828770799785, making it the top choice in detecting potential phishing threats. The combination of k-fold cross-

validation ensures high stability in the results, while parameter tuning in the xgboost algorithm offers opportunities for 

further accuracy improvement. A comparison with previous studies suggests that these findings bring significant new 

contributions, particularly in the context of phishing attacks. The practical implications of this research lie in the 

development of more effective and reliable email security strategies. Integrated with relevant literature and theories, 

this study reinforces the concept that the combination of k-fold and xgboost forms a robust foundation in phishing 

attack detection. This conclusion underscores the importance of a meticulous approach to phishing attacks, enhancing 

our understanding of the need for continually evolving security strategies. Furthermore, the potential for improvement 

through parameter tuning and further development of classification concepts offers intriguing avenues for future 
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research. Consequently, this research provides a significant contribution, expanding our understanding of phishing 

detection and laying a strong groundwork for better email security strategies in the future.  
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