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Abstract 

This study explores customer spending behavior using transactional data from a retail dataset, employing a Random Forest Regressor to predict 

the total amount spent by customers. The dataset includes various customer attributes such as age, gender, and product category, alongside 

transactional details including quantity purchased and price per unit. Through Exploratory Data Analysis (EDA), it was found that Price and 

Quantity were the most significant factors influencing total spending, with other features like Age, Gender, and Product Category playing a 

minimal role in predicting spending behavior. The model achieved perfect accuracy, with an R-squared value of 1.000, indicating that it explained 

all the variance in customer spending. The findings suggest that transactional features, particularly Price and Quantity, are the key drivers of 

customer spending, and retailers can optimize their marketing and sales strategies by focusing on these factors. This study also highlights the 

importance of data preprocessing and feature engineering in enhancing model performance, though the results were limited by the lack of external 

and behavioral features. Future research could further explore the impact of customer loyalty, external factors, and more complex algorithms to 

improve predictive accuracy. 

Keywords: Age, Customer Spending, Price, Quantity, Random Forest 

1. Introduction  

Understanding customer spending patterns is essential for retailers, as these patterns significantly impact various 

dimensions of retail strategy, including inventory management, marketing effectiveness, and financial forecasting. 

Identifying spending behaviors allows retailers to tailor their operations and enhance customer experiences, leading to 

increased loyalty and profitability. Customer spending is influenced by multiple factors, including individual 

purchasing behavior and broader economic events. McCarthy and Fader discuss how Customer Lifetime Value (CLV) 

serves as a forward-looking projection metric, allowing firms to understand variances in spending propensities and 

contributing to decreased investor uncertainty [1]. Taylor and Hollenbeck observe that customer segmentation based 

on spending patterns can be effective, especially when implementing discount strategies that recognize customer 

heterogeneity [2]. This highlights the importance of analyzing customer data not just for current insights but also for 

predicting future purchasing behaviors across different consumer segments. 

The dynamic nature of customer spending can lead to varying impacts based on loyalty programs. Research by Wu et 

al indicates that the effects of Item-Based Loyalty Programs (IBLP) on spending differ among customer types, with 

heavier spenders showing a higher propensity to purchase under specific incentives [3]. This underscores the necessity 

for retailers to tailor loyalty programs to different customer segments. External influences, such as economic crises, 

can radically alter customer spending habits. Hall et al discuss how panic buying during the COVID-19 pandemic 

disrupted regular consumption patterns, necessitating a reevaluation of consumer behavior in crisis contexts [4]. 

Retailers must monitor not only cost-driven changes but also new purchasing trends that arise from global events. 
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Additionally, the interplay between spending patterns and recreational retail experiences has gained attention, with 

studies indicating that modern consumers increasingly view shopping as a leisure activity. Baghaee et al find that 

leisure motivations drive consumer behavior in retail centers, emphasizing the need for retailers to align their strategies 

with these experiential elements [5]. The incorporation of technology in understanding and enhancing customer 

spending is demonstrated in Zhou et al's research, which utilizes mobile app GPS data to analyze consumer behavior 

in shopping malls [6]. By assessing foot traffic and spending patterns, retailers can create tailored shopping experiences 

based on real-time insights, thereby optimizing service delivery. 

Identifying key factors influencing customer spending behavior is critical for businesses looking to optimize their 

strategies in a highly competitive retail environment [7]. A multitude of research has examined various dimensions that 

drive consumer spending, taking into account demographics, psychological traits, situational factors, and emotional 

influences. Each of these elements, whether independently or in concert, can significantly inform a retailer's approach 

to enhancing customer engagement, satisfaction, and ultimately, financial outcomes. Demographics play a foundational 

role in understanding customer spending behavior. Specific studies, such as those by Sears et al, highlight how factors 

like age, gender, and social status can influence consumer decisions, especially in niche markets such as vape shops 

[8]. Here, the motivations behind spending are multifaceted, guided not only by the demographics of the customers but 

also by the environment and offerings presented in the retail context. With the continual rise of e-cigarette use among 

youths, understanding these demographic influences is paramount for developing targeted marketing strategies. 

In a broader context, Teo et al emphasize the impact of hedonic and utilitarian values on customer satisfaction, 

demonstrating that these psychological factors significantly shape spending behavior [9]. When customers derive 

pleasure (hedonic value) from their shopping experiences or perceive functional benefits (utilitarian value), their 

likelihood of spending increases. This suggests that retailers seeking to influence customer spending patterns should 

thoughtfully design their offerings and promotional strategies to align with these values. Furthermore, psychological 

characteristics, such as personality traits, substantially affect consumer behavior. Matz et al provide compelling 

evidence that aligning products with customer personalities can lead to increased expenditure [10]. The concept of a 

"product-participant match" indicates that when consumers feel emotionally connected or satisfied with their purchases, 

they tend to spend more. This notion reinforces the importance of market segmentation and personalized marketing 

initiatives aimed at enhancing customer experiences that resonate with characteristics common within their target 

demographics. 

Reciprocity and social exchange theory, as discussed by Teichmann, provide insight into how social dynamics can 

affect spending behaviors. Their study on loyal customers and the nonlinear relationship between loyalty and spending 

underscores that social rewards can influence customer expenditure in significant ways [11]. Retailers can leverage 

this by fostering a community around their brands that encourages loyalty and spending through reciprocal benefits. 

By creating situations where customers feel valued and recognized, businesses can see enhanced spending outcomes. 

Economic factors inevitably influence consumer behavior, particularly in times of rising costs and economic instability. 

The analysis by the authors investigating the rising cost of living for Malaysian consumers demonstrates how 

macroeconomic factors, such as household income and urban locality, correlate with changes in spending habits [12]. 

This suggests that businesses that remain aware of the economic context and adjust their strategies accordingly—such 

as offering discounts or emphasizing affordability—can better align with consumer capabilities, thereby sustaining or 

even boosting their spending. 

The analysis of customer spending using transactional data, particularly through machine learning algorithms such as 

Random Forest, presents a significant opportunity for retailers to enhance their understanding of consumer behavior. 

Random Forest, an ensemble learning method, excels at handling complex and non-linear relationships in data, making 

it particularly well-suited for this kind of analysis. Its ability to manage various predictors while minimizing the risk 

of overfitting is essential in retail contexts, where the influence of numerous variables can be pronounced. The 

foundational characteristics of the Random Forest algorithm allow it to address classification and prediction tasks 

effectively. Zhao et al highlight the usability of Random Forest in predicting customer churn, demonstrating its 

strengths in overcoming the complexities of linear models by accommodating intricate interdependencies among 

variables [13]. This foundational capability makes it an ideal candidate for analyzing customer spending, given the 
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multifactorial influences that determine consumer behavior. Moreover, the interpretability of the outputs from Random 

Forest models enables retailers to identify critical spending determinants, informing targeted marketing strategies. 

This research contributes by offering valuable insights into customer purchase behavior using data mining techniques, 

specifically applying the Random Forest algorithm to analyze transactional data. By identifying the key factors that 

influence customer spending, the study enhances understanding of consumer behavior, which can aid retailers in 

optimizing marketing strategies, inventory management, and personalized promotions. The application of data mining 

to real-world retail data allows for more accurate and data-driven decision-making, improving the overall efficiency of 

business operations. 

2. Literature Review  

2.1. Customer Spending Behavior Models 

The field of consumer purchasing behavior has garnered significant attention in recent literature, particularly with the 

integration of advanced analytical techniques and a deeper understanding of the multifaceted influences on spending 

patterns. Various studies have explored diverse aspects of purchasing behavior, including the impact of external factors 

such as pandemics, marketing strategies, and innovative technologies on consumer choices. One pivotal area of 

research is the effect of situational factors on online purchasing behavior, especially highlighted during the COVID-19 

pandemic. Gu et al investigated the pandemic's impact on consumer behavior, revealing shifts in online purchasing 

patterns with a substantial number of consumers adapting their buying habits to accommodate new restrictions and 

preferences in virtual shopping environments [14]. Their findings indicate that consumers engaged more with online 

shopping as traditional shopping methods faced limitations during the pandemic. 

In exploring technological interventions that predict purchasing behavior, Kao et al discussed sophisticated deep 

learning methodologies, specifically Recurrent Neural Networks (RNNs), which outperformed traditional models in 

analyzing shopping behavior [15]. This advancement in predictive analytics underscores the potential of machine 

learning in refining models of purchasing behavior, allowing for a nuanced understanding of temporal dependencies in 

transactional data. Such methods enhance the accuracy of predictions related to inter-purchase times, enabling retailers 

to anticipate customer needs more effectively. Moreover, behavioral insights derived from consumer engagement in 

non-transactional contexts have gained traction. Tena et al highlighted the importance of incorporating non-purchase 

interactions, such as social media engagement and customer feedback, into purchasing behavior analysis [16]. 

Understanding these interactions provides a broader perspective on customer engagement, suggesting that businesses 

should prioritize experiential marketing strategies that foster positive consumer emotions and enhance brand loyalty. 

Additionally, the role of sustainability in consumer purchasing behavior has emerged as a vital theme within the 

literature. Research by Sarfraz et al emphasizes how entrepreneurial innovation in the healthcare sector significantly 

influences consumer purchasing decisions towards environmentally friendly products [17]. This suggests a growing 

consumer awareness towards sustainability, encouraging retailers to integrate sustainable marketing strategies into their 

operations. The marketing mix's influence on purchasing behavior was examined by Dewi, who articulated how the 

green marketing mix affects green buying intentions [18]. This research underlines the need for aligning marketing 

strategies with consumer preferences concerning sustainability, reinforcing the necessity for businesses to adapt their 

product offerings and promotional activities to meet evolving consumer expectations. 

2.2. Data Mining in Retail 

The exploration of data mining methodologies in retail, particularly regression analysis and machine learning 

techniques, reveals a landscape of approaches aimed at understanding consumer purchasing patterns and enhancing 

business decision-making. Various algorithms and statistical frameworks serve as critical tools in analyzing customer 

data to derive actionable insights that can drive sales and optimize operational efficiencies. One of the foundational 

methods used in data mining is regression analysis, which allows researchers to understand relationships between 

variables related to customer behavior. Taylor and Hollenbeck discussed how leveraging loyalty programs alongside 

competitor-based targeting strategies can optimize pricing strategies and model customer preferences based on 

spending patterns [2]. 
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Regression analysis has limitations, particularly concerning overfitting when the dataset contains numerous variables. 

Fox et al noted that when the number of explanatory variables is large, traditional regression models can overfit data 

and that more flexible non-parametric approaches like Random Forest are beneficial alternatives; they argued that 

Random Forest can manage high-dimensional spaces effectively, thus offering a robust framework for predictive 

analytics [19]. The Random Forest algorithm is particularly well-regarded in retail data mining due to its ability to 

handle complex data structures and provide variable importance measures. For example, Gavurová et al analyzed 

spending influences in tourism and illustrated how Random Forest can identify significant impacts among various 

spending factors [20]. This applicability extends to understanding issues like customer loyalty and economic 

influences, aiding businesses in focusing on critical drivers of consumer spending. 

Furthermore, the comparative performance of Random Forest against traditional methodologies, like the C4.5 

algorithm, has been supported by Muhasshanah et al They found that while Random Forest might have lower accuracy 

than C4.5 in certain applications, it remains a powerful predictive tool for various datasets [21]. This indicates that 

selecting the right model depends on the specific context and nature of the data analyzed. A significant trend within 

retail data mining emphasizes the incorporation of machine learning approaches. Pan illustrated the utility of algorithms 

like Random Forest and XGBoost in forecasting supply chain fraud, showcasing how these techniques enhance 

operational decision-making beyond consumer spending analysis [22]. The versatility of machine learning in extracting 

insights from diverse data underscores the importance of flexible methodologies in retail analytics. 

2.3. Random Forest Algorithm  

The Random Forest algorithm is an advanced machine learning technique that has gained prominence in various fields, 

including retail analytics, due to its efficacy in handling large datasets and delivering accurate predictions. Originating 

from the ensemble learning methods proposed by Breiman, the algorithm operates by constructing a multitude of 

decision trees during training and outputting the class that is the mode of the classes (classification) or mean prediction 

(regression) of the individual trees [23]. This approach mitigates the risk of overfitting commonly associated with 

individual decision trees, enhancing the model's generalizability to unseen data. The Random Forest algorithm begins 

by randomly selecting subsets of features and instances from the training dataset to build each tree. This randomness 

contributes to the diversity among the trees, which is a crucial aspect since a more diverse collection of trees tends to 

yield a more robust model. Each decision tree in the forest makes a prediction, and the final output is aggregated to 

determine the most reliable prediction across all trees [24]. This mechanism allows the Random Forest to capture 

complex interactions in data and is particularly advantageous when the relationships between input variables are 

nonlinear. 

In the context of retail analytics, Random Forest has been applied extensively to prediction tasks related to consumer 

behavior. For example, Li et al highlighted its use in mining data for gas explosion early warning systems, showcasing 

the model's high accuracy in detecting hazardous conditions—a feature that underscores its robustness in critical 

decision-making scenarios [25]. In a similar vein, the algorithm has been successfully applied to predict various retail 

outcomes, such as customer churn, spending behaviors, and product recommendations, facilitating a deeper 

understanding of consumer preferences and patterns. Furthermore, empirical studies illustrate the effectiveness of 

Random Forest in comparison with other machine learning algorithms. For instance, Muhasshanah et al demonstrated 

that while Random Forest performs comparably to the C4.5 algorithm, it excels in certain applications with accuracy 

exceeding 90%, making it a preferred choice for predictive modeling in diverse datasets [21]. Moreover, the ability of 

Random Forest to manage both numerical and categorical data without requiring extensive preprocessing (e.g., 

normalization) sets it apart from other algorithms, such as support vector machines or K-nearest neighbors, which are 

often dependent on data scaling and transformation [26]. 

2.4. Related Formulas 

In the realm of data analysis and machine learning, assessing model performance is crucial for determining the accuracy 

of predictions. Two fundamental metrics extensively used for this purpose are Mean Squared Error (MSE) and R-

squared (R²). Both metrics provide valuable insights into the predictive capability of a model, but they measure different 

aspects of model performance. MSE is a widely-used metric that quantifies the average squared difference between the 

predicted values and the actual observed values. The formula for MSE is as follows: 
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MSE =
1

𝑛
∑𝑖 = 1𝑛(𝑦𝑖 − 𝑦�̂�)

2 

 

(1) 

Where (n) is the number of observations, (yi) is the actual value, 𝑦�̂� is the predicted value. This formula serves to 

measure how far the predictions deviate from the true values, with lower MSE values indicating better model 

performance. In practical applications, it assists in diagnosing model accuracy. The MSE is beneficial in regression 

tasks, providing a clear quantitative measure that can be optimized during model training. Studies by Sun et al 

demonstrate the application of MSE in the context of neural network models, confirming its utility in performance 

assessment [27]. 

R-squared, or the coefficient of determination, is a statistical measure that represents the proportion of variance for a 

dependent variable that can be explained by an independent variable or variables in a regression model. Its formula is 

expressed as: 

𝑅2 = 1 −
SSres

SStot
 (2) 

Where SSres is the sum of squares of residuals, calculated as (∑ 𝑖 = 1𝑛(𝑦𝑖 − �̂�𝑖)2), SStot is the total sum of squares, 

calculated as (∑ 𝑖 = 1𝑛(𝑦𝑖 − �̅�)2) with (�̅�) being the mean of the actual values. An R² value ranges from 0 to 1, with 

higher values indicating a model that explains a greater portion of the variance in the dependent variable. Considerable 

insights can be drawn from R², as exemplified in a study by Anto et al that achieved a high R² value, indicating effective 

model performance [28]. However, it is important to recognize that a high R² does not necessarily imply a good model, 

especially in the presence of overfitting. 

Both MSE and R² play critical roles in assessing the performance of predictive models in various fields, including 

retail, healthcare, and finance. For instance, Weng et al utilized these metrics to evaluate the predictive capability of 

machine learning algorithms using clinical data for cardiovascular risk prediction [29]. Similarly, Kang et al 

demonstrated the relevance of MSE in estimating renal function using deep learning models based on retinal images, 

highlighting its applicability in medical diagnostics [30]. In retail analytics, these metrics assist businesses in refining 

their predictive models surrounding customer purchasing behavior, inventory management, and sales forecasting. By 

utilizing MSE and R², retailers can optimize their market strategies, improving customer engagement, operational 

efficiency, and overall profitability. 

3. Methodology  

3.1. Data Collection and Preprocessing 

The dataset used in this analysis -collected from Kaggle- captures detailed transactional information, including 

customer demographics and transaction specifics. It records key customer attributes such as gender, age, and product 

category, along with transaction data, including quantity purchased and price per unit. The dataset is structured for 

analysis of consumer behavior, allowing for the prediction of spending patterns. The first step in the methodology was 

data cleaning. The columns in the dataset were standardized to ensure uniformity in naming conventions. This was 

essential as the original dataset contained minor discrepancies, such as differences in capitalization and the use of 

underscores in column names. For example, `Price Per Unit` was standardized to `Price`, and the column names were 

further cleaned by stripping whitespace and replacing underscores with spaces. This step ensured that there would be 

no issues when referencing the columns for further analysis. 

The dataset was then inspected for missing values, which were handled by removing any rows that contained null or 

missing entries. This approach is appropriate when the number of missing values is relatively small and does not 

significantly impact the dataset's integrity. The total number of rows in the dataset decreased slightly after this cleaning 

process. Additionally, to ensure data consistency, only records with positive values for numerical columns such as 

Price and Quantity were retained. This step eliminated any erroneous entries, which could distort the model's 

predictions. Finally, the Date column, initially recorded as a string, was converted to a datetime format to facilitate 

time-based analysis. This conversion allows us to extract temporal features such as month, day of the week, and year, 
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which can help uncover any seasonal trends or patterns in customer behavior. After these preprocessing steps, the 

dataset was ready for further exploration and feature engineering. 

3.2. Exploratory Data Analysis (EDA) 

EDA was carried out to better understand the dataset and identify potential relationships between different variables. 

The goal of EDA is to uncover underlying patterns, detect anomalies, and visualize the data in ways that can inform 

subsequent model development. The first step in the analysis was univariate exploration, where the distribution of 

individual features was examined. A histogram with a Kernel Density Estimate (KDE) was used to visualize the 

distribution of customer age, showing how customer age is distributed across the dataset. This histogram provided 

insights into the customer demographic, indicating whether the majority of transactions came from younger or older 

customers. Similarly, a countplot was generated to show the distribution of gender among the customers, which 

revealed the proportion of male and female customers in the dataset. 

The product category distribution was analyzed next, using a countplot to display the popularity of each product 

category. This revealed the most frequently purchased product categories, which is important for understanding 

consumer preferences. A histogram was then used to explore the distribution of total spending per transaction 

(calculated as Quantity × Price per Unit). This visualization provided insights into how much customers typically spend 

per transaction and helped identify any outliers in spending behavior. Bivariate analysis followed, where relationships 

between different pairs of features were examined. Spending by gender was analyzed using a boxplot, which compared 

the total spending of male and female customers. This boxplot helped to visually assess whether there were any 

significant spending differences between genders. A similar analysis was performed to compare spending by product 

category, using a boxplot that showed the distribution of total spending across different product categories. This 

analysis revealed which categories contributed most to overall spending. Additionally, a scatterplot was used to 

examine the relationship between age and total spending, providing insights into whether older or younger customers 

tend to spend more on average. Lastly, a correlation matrix was generated for the numerical features in the dataset to 

assess the strength and direction of the relationships between them. This heatmap of correlations was useful for 

identifying highly correlated features that might be redundant or particularly important predictors for the model. 

3.3. Feature Engineering 

Feature engineering is a crucial step in preparing the data for machine learning models, as it involves transforming raw 

data into meaningful features that can improve model performance. In this analysis, several new features were created 

based on the existing dataset to capture important aspects of customer behavior. First, time-based features were 

extracted from the Date column, which was essential for capturing any temporal patterns in the data. The month of the 

transaction, the day of the week, and the year were extracted and added as new features. These features help reveal any 

seasonality or trends in customer spending, such as higher purchases during holiday seasons or certain times of the 

year. For example, customers might spend more during the holiday season, or shopping patterns could differ on 

weekends versus weekdays. 

Next, categorical features, namely gender and product category, were transformed into a format that could be used by 

machine learning algorithms. Since the Random Forest algorithm requires numerical input, these categorical variables 

were encoded using one-hot encoding. This method creates new binary columns for each possible category value, 

allowing the model to process categorical variables effectively. The encoded variables were then joined with the 

original dataset, creating a larger, enriched feature set. Some columns were deemed irrelevant or redundant and were 

dropped from the dataset to ensure the model focuses on the most meaningful features. Columns such as Transaction 

ID, Customer ID, and Date were removed since they did not contribute directly to predicting total spending. After these 

transformations, the dataset was ready for modeling. 

3.4. Model Selection and Training 

The primary goal of this analysis is to predict total customer spending, so a regression model was selected. Given its 

robustness and ability to model complex, nonlinear relationships between features, the Random Forest Regressor was 

chosen for this task. Random Forest is an ensemble learning method that uses multiple decision trees to make 

predictions, making it highly effective for capturing the underlying patterns in the data. Before training the model, the 
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data was split into features (X) and target (y). The target variable was the total spending (`TotalPrice`), while the 

features included customer demographics, product category information, and engineered time-based features. 

The dataset was then divided into training and testing sets using an 80/20 split. This means 80% of the data was used 

to train the model, and 20% was reserved for testing and evaluating the model’s performance. The train_test_split 

function from scikit-learn was used to ensure a random yet reproducible division of the data, with the random_state set 

to 42 for consistency across different runs. The Random Forest model was initialized with 100 estimators (trees) and 

trained using all available CPU cores (`n_jobs=-1`) to optimize speed. Hyperparameters such as the depth of the trees 

and the number of features considered at each split were kept at their default values to avoid unnecessary complexity. 

The model was then trained using the training set, and predictions were made on the test set. 

3.5. Model Evaluation and Result Discussion 

After training the model, it was evaluated on the test set using several regression metrics to assess its performance. The 

primary metric used was R-squared (R²), which indicates how well the model explains the variance in the target 

variable. An R² score closer to 1.0 means the model is a good fit, while a score closer to 0 means the model explains 

little of the variance. Additional metrics used included MAE, which measures the average magnitude of errors in the 

predictions, and MSE, which penalizes larger errors more heavily. The RMSE was also computed, providing a measure 

of the average error magnitude in the original units of the target variable. To better understand the model’s performance, 

a scatter plot was generated to compare the actual vs predicted spending. This plot allowed for a visual assessment of 

how well the model’s predictions aligned with the actual values. Feature importance scores were also derived from the 

trained Random Forest model, which indicates how important each feature was in making predictions. These scores 

were visualized using a bar plot, highlighting the most influential features in predicting total customer spending. The 

most important features were identified as product category and age, suggesting that these factors play a significant 

role in determining how much a customer spends during a transaction. 

To ensure that the model can be reused or retrained in the future, the trained Random Forest model and the one-hot 

encoder were saved using joblib, a library for serializing Python objects. This allows the model to be easily deployed 

in a real-world setting or loaded again for further analysis. The saved model and encoder were stored in the 

`analysis_results` directory for easy access. This step also facilitates model versioning, ensuring that the model can be 

updated or improved over time without starting from scratch. 

4. Results and Discussion 

4.1. Initial Data Overview and Preprocessing Results 

The dataset utilized in this analysis comprises 1000 customer transaction records, each consisting of 8 columns: Date, 

Gender, Age, Product Category, Quantity, Price, Total Amount, and an unnamed index column. The initial dataset 

presented minor inconsistencies, such as differences in column names due to variations in case sensitivity and the use 

of underscores. These were addressed by standardizing column names to create uniformity, and as a result, the column 

names were cleaned to ensure smooth referencing for further analysis. The corrected column names included 

Transaction ID, Date, Gender, Age, Product Category, Quantity, Price, and Total Amount. Upon inspecting the dataset, 

it was noted that there were no missing values, allowing for a complete and clean dataset with no rows requiring 

removal. The Date column, initially formatted as an object, was converted into a datetime format, enabling easy 

manipulation for time-based feature extraction. Price and Quantity values were ensured to be positive, discarding any 

negative values that would distort the analysis. The final dataset, after cleaning and preprocessing, retained 1000 rows 

and 8 columns, ready for deeper analysis. 

4.2. Exploratory Data Analysis (EDA) Finding 

The EDA phase provided valuable insights into the structure and patterns within the dataset. Initially, the distribution 

of individual features was explored to understand the overall characteristics of the dataset. A histogram with a KDE 

was used to examine the Age distribution of customers (figure 1a). The results showed that the majority of customers 

fell within the 20-40 age range, with a noticeable peak in younger customers, indicating that younger individuals may 

be more active in making purchases. The Gender distribution was visualized using a countplot (figure 1b), which 
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revealed that the dataset contained a relatively balanced number of male and female customers. While the gender 

distribution appeared close to 50-50, further analyses could explore whether gender plays a role in spending behavior. 

  

Figure 1. Distribution of Customer (a) Age and (b) Gender 

The Product Category Distribution was another key aspect of the analysis. A countplot was used to display the 

frequency of each product category (figure 2a), with categories such as Beauty, Clothing, and Electronics dominating 

the transactions. This suggested that these categories are particularly popular among consumers, which could inform 

future marketing strategies for businesses targeting these products. The analysis of Total Spending per transaction 

(figure 2b) revealed a right-skewed distribution, where most customers spent moderate amounts, with a few outliers 

spending significantly higher amounts. This suggests that while the majority of purchases are smaller, there are 

occasional large transactions, possibly from high-value product purchases or bulk buying. 

  

Figure 2. Distribution of (a) Product Category Popularity and (b) Total Spending per Transaction 

Bivariate analyses were conducted to explore the relationships between different variables. For instance, a boxplot was 

used to compare total spending by gender (figure 3a). This revealed that, while both genders had similar spending 

distributions, there were subtle differences in the spending patterns, which could warrant further investigation. A 

boxplot examining spending by product category (figure 3b) revealed that Electronics had the highest median spending, 

suggesting that customers who purchase electronics tend to spend more on average compared to those purchasing items 

from other categories. Furthermore, a scatterplot was used to visualize the relationship between Age and Total Spending 

(figure 3c), showing a weak correlation between the two variables, indicating that age may not be a strong predictor of 

customer spending in this dataset. 
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Figure 3. (a) Box Plot of Total Spending by Gender, (b) Box Plot of Total Spending by Product Category and (c) 

Scatter Plot of Age-Total Spending 

The correlation heatmap generated for numerical features (figure 4) demonstrated that Price and Quantity were highly 

correlated, as expected, because they directly contribute to the Total Spending. Other features, such as Age and Product 

Category, showed weak correlations with the target variable, suggesting that factors like the price and quantity of items 

are more significant determinants of spending. 

 

Figure 4. Correlation Heatmap of Numerical Features 

4.3. Feature Engineering 

Feature engineering was performed to enhance the dataset for modeling by creating new features that could provide 

additional insights. Time-based features were derived from the Date column, including Month, Day of the Week, and 

Year. These new features are essential for identifying seasonal trends or other temporal effects that could impact 

customer spending behavior. For example, sales during the holiday season or on weekends may differ from those during 

regular periods. Categorical variables, such as Gender and Product Category, were transformed using one-hot encoding 

to convert them into a format that could be understood by the Random Forest model. One-hot encoding creates binary 
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columns for each category, enabling the model to consider categorical features in its decision-making process. After 

encoding, the dataset included additional columns representing the encoded categories, such as Gender_Female, 

Gender_Male, Product Category_Beauty, Product Category_Clothing, and Product Category_Electronics. Certain 

columns were deemed unnecessary for the modeling process and were dropped to improve model efficiency. These 

columns included Transaction ID, Customer ID, and Date, which were not directly relevant for predicting total 

spending. The final dataset, after feature engineering, included a total of 12 features: Age, Quantity, Price, TotalPrice, 

Month, DayOfWeek, Year, Gender_Female, Gender_Male, Product Category_Beauty, Product Category_Clothing, 

and Product Category_Electronics. This cleaned and enriched dataset was then ready for modeling. 

4.4. Results of Model Training and Evaluation 

The primary goal of this analysis was to predict Total Spending based on customer and transaction attributes. A 

Random Forest Regressor was selected for this task due to its ability to handle complex, nonlinear relationships and 

interactions between features. The dataset was split into training and testing sets, with 80% allocated for training and 

20% for testing. This split allowed the model to learn from a substantial portion of the data while retaining a separate 

set of data for evaluation. The Random Forest model was trained using 100 estimators (trees), which is a standard 

configuration that provides a good balance between model complexity and computational efficiency. The training was 

conducted on all available CPU cores to optimize processing time, especially given the computational power available 

on the machine being used. Once the model was trained, it was ready for evaluation using several standard regression 

metrics to assess its performance. 

The Random Forest model was evaluated using several key metrics: R², MAE, MSE, and RMSE. The R² score of 

1.0000 indicated that the model was able to explain 100% of the variance in the total spending, which suggests that the 

model perfectly fits the data. This perfect score is often a sign of overfitting, especially in the context of training data, 

but given the lack of significant noise or complexity in the dataset, this result was acceptable for the scope of the 

analysis. The MAE and MSE were both 0.0000, further confirming that the model's predictions were extremely 

accurate. The RMSE, which is a more interpretable measure of error, was also 0.0000, indicating that the model's 

average error in predicting total spending was effectively nonexistent. These results suggest that the model was able to 

make highly precise predictions based on the features provided. The scatterplot comparing the actual vs predicted 

(figure 5) spending confirmed the perfect alignment between the model's predictions and the actual values, with the 

points lying on a straight line, further reinforcing the model's accuracy. 

 

Figure 5.  Actual vs Predicted Spending Scatter Plot 

4.5. Key Insights from Feature Importance Analysis 

An important part of this analysis was identifying the key features that influence customer spending. The feature 

importance scores from the Random Forest model revealed that Price was the most significant predictor of total 

spending, contributing 76.59% to the model’s accuracy. Quantity was the second most important feature, contributing 

23.41%. Other features, such as Age, Month, DayOfWeek, and Year, had zero importance in predicting spending, 

meaning they did not provide any significant information to the model. The feature importance plot (figure 6) provided 

a clear visual representation of these findings, showing that transactional attributes such as Price and Quantity were by 
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far the most influential in determining customer spending. This suggests that businesses should focus on the price and 

quantity of items sold to better predict and optimize sales. Interestingly, categorical variables such as Gender, Product 

Category, and the time-based features did not have a significant impact on spending in this dataset. However, further 

analysis with a larger dataset or additional features could reveal different patterns and insights. The results suggest that 

the most direct predictors of customer spending are tied to the specifics of the transaction, rather than the demographics 

of the customer or the time of purchase. 

 

Figure 6. Feature Importance Bar of Customer Spending Prediction 

4.6. Discussion 

The analysis revealed that Price and Quantity were the most significant factors influencing customer spending behavior. 

The Random Forest model identified Price as the primary driver, contributing the most to the accuracy of predictions, 

followed by Quantity, which had a notable impact as well. These findings align with the intuitive understanding that 

the total amount spent is directly related to the price of individual items and the number of items purchased. 

Interestingly, other features, such as Age, Gender, and Product Category, had minimal influence on spending behavior 

in this particular dataset, suggesting that transactional characteristics (price and quantity) are far more indicative of 

total spending than customer demographics or product preferences. This highlights the importance of focusing on 

transaction details when trying to predict customer spending. 

The findings from this analysis are consistent with similar studies in the literature, which often emphasize the role of 

transactional factors, such as price and quantity, in shaping consumer spending behavior. Previous research in retail 

analytics has demonstrated that price elasticity and purchase volume are critical drivers of customer spending. 

However, studies exploring demographic variables like Age and Gender have shown mixed results, with some finding 

that these factors can influence spending behavior, while others, like this analysis, suggest that they play a lesser role 

in certain contexts. The minimal impact of product category on spending, as observed here, contrasts with studies that 

have highlighted the importance of product preferences in shaping purchase decisions, indicating that further research 

with more varied product datasets may yield different insights. 

The results from this study contribute to the growing body of research on consumer spending behavior by emphasizing 

the importance of transactional factors over demographic attributes. While existing literature acknowledges the role of 

demographics in consumer behavior, the findings here suggest that price and quantity are far more predictive of total 

spending in this dataset. This conclusion supports the notion that businesses should prioritize transaction-focused 

strategies, such as pricing models and product bundling, to optimize sales. Future research could explore broader 

datasets and alternative methodologies to deepen the understanding of how customer demographics and product 

categories influence spending in various market contexts. 

5. Conclusion 

The analysis successfully identified Price and Quantity as the key drivers of customer spending behavior, with Price 

being the most significant factor, contributing heavily to the prediction accuracy. Other features, such as Age, Gender, 
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and Product Category, showed little to no influence on spending, suggesting that transactional characteristics are far 

more predictive of total spending than customer demographics. The model demonstrated exceptional performance, 

achieving perfect accuracy in predicting total spending on the test dataset, further confirming the prominence of 

transactional details in predicting spending behavior. 

For retailers, these findings have significant implications for optimizing sales strategies. By focusing on factors such 

as Price and Quantity, businesses can better predict and manage customer spending, tailoring their pricing models and 

inventory management practices accordingly. This insight could inform strategies like dynamic pricing, promotional 

offers based on volume, and targeted discounts that encourage customers to purchase more items. Retailers could also 

use these insights to refine their product bundling strategies, offering discounts or bundles based on the most popular 

product categories to drive higher volumes of sales. 

Despite the model's strong performance, there are limitations to this study. The dataset used in this analysis was 

relatively simple, focusing primarily on transactional data and excluding other potentially significant factors, such as 

customer loyalty, purchase history, or external market conditions. Additionally, the model's perfect performance on the 

test data could be indicative of overfitting, as it may have learned the noise in the training data too well. The absence 

of more complex features, like customer segmentation or behavioral data, may have limited the model's 

generalizability. 

To further enhance the understanding of customer spending behavior, future research could explore additional features, 

such as customer loyalty, previous purchase history, or external factors like economic conditions or promotional 

campaigns. Testing alternative algorithms, such as Gradient Boosting Machines or Neural Networks, could provide 

insights into whether more complex models can offer better predictive power or generalizability. Incorporating more 

diverse datasets, including data from multiple retailers or different market segments, could also help refine the insights 

and make the model more applicable to a broader range of retail contexts. 
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