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Abstract 

The online gaming platform Roblox has become a significant player in the gaming industry, providing a space for user-generated content. 

Predicting the popularity of Roblox games can help developers design better games and optimize user engagement. This study explores the use 

of machine learning models to predict the popularity of games on Roblox using gameplay features and metadata. A dataset of 9,734 games was 

collected, including variables such as likes, visits, game age, and active players. Three machine learning models, Decision Tree, Random Forest, 

and Gradient Boosting were employed to predict the number of favorites, which serves as a proxy for game popularity. Among the models tested, 

Gradient Boosting outperformed the others, achieving the highest R-squared score (0.85) and the lowest Root Mean Squared Error (11,470). Key 

features such as likes, game age, and visits were identified as the most influential in predicting game popularity. Based on these findings, this 

study recommends that developers focus on features that increase player engagement, such as regular updates and optimizing game exposure. 

Additionally, incorporating additional data sources, such as user reviews, and exploring explainability methods like SHAP can further improve 

model accuracy and transparency. This research contributes valuable insights into how machine learning can support decision-making in the 

development and optimization of Roblox games. 
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1. Introduction 

The online gaming industry has experienced significant expansion over the past decade, becoming one of the most 

dynamic and profitable sectors within digital entertainment. In 2019 alone, the global online gaming market generated 

approximately $152.1 billion in revenue, a figure that has continued to grow in subsequent years [1]. This surge in 

growth can be largely attributed to the rise of interactive and user-generated platforms like Roblox, which empower 

users to both create and engage in immersive virtual experiences. 

Roblox, in particular, has revolutionized the landscape of online gaming by offering a multifaceted ecosystem where 

creativity, social interaction, and entertainment converge. As a user-generated content platform, Roblox not only allows 

players to play games but also to design and publish their own, thereby fostering a unique creator economy. This 

participatory model has attracted millions of users globally and turned the platform into a cultural and economic 

phenomenon. 

However, the rise of online gaming also presents both opportunities and challenges. On the positive side, online gaming 

has been linked to the development of interpersonal and cognitive skills. Games that emphasize collaboration, problem-

solving, and strategic thinking can enhance a player’s ability to work in teams, think critically, and adapt to new 

information [2]. These skills are especially beneficial for younger players who are in critical stages of their cognitive 

development. 

Conversely, concerns have been raised about the potentially detrimental effects of excessive gaming. Studies have 

indicated that prolonged engagement with online games can lead to addiction, particularly among adolescents. This 
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form of dependency may result in declining academic performance, poor social relationships, and adverse mental health 

outcomes [3]. The dual nature of online gaming thus necessitates a balanced approach that maximizes its benefits while 

mitigating its risks. 

To address these issues, researchers have proposed various preventive strategies. These include structuring daily 

routines to limit gaming time, encouraging participation in extracurricular activities, and promoting awareness about 

healthy gaming habits [4]. Moreover, collaborative efforts between educational institutions and gaming platforms like 

Roblox are gaining attention as a way to harness the educational potential of games. Such partnerships can facilitate 

the integration of games into learning environments, thereby fostering cooperative literacy and enhancing student 

engagement [5]. 

Within this rapidly evolving landscape, understanding the determinants of game popularity has become crucial for 

developers aiming to create successful and impactful games. Popularity in gaming can be influenced by a range of 

factors including game mechanics, social features, and marketing strategies. Games that offer immersive experiences, 

clear progression systems, and opportunities for social interaction tend to perform better in attracting and retaining 

players [6]. 

In addition to gameplay mechanics, metadata associated with games such as user ratings, number of visits, and active 

users serves as a valuable source of information. These data points offer insights into user behavior and preferences, 

enabling developers to refine their designs and strategies. Furthermore, the integration of social media and esports into 

marketing campaigns has been shown to significantly enhance game visibility and user engagement [7]. 

The availability of diverse and rich data sources presents an unprecedented opportunity for leveraging machine learning 

techniques to predict game popularity. Machine learning models are particularly adept at identifying complex patterns 

and relationships within large datasets that may not be immediately apparent through traditional analytical methods 

[8]. In the context of gaming, these models can analyze a combination of gameplay features and metadata to predict 

metrics such as user engagement, retention, and popularity. 

However, the application of machine learning in this domain also raises ethical considerations. Predictive analytics 

have the potential to influence user behavior in ways that may be perceived as intrusive or manipulative. Therefore, it 

is essential to implement these technologies transparently and responsibly, ensuring that they serve the interests of 

users and stakeholders alike [9]. 

To develop effective predictive models, a comprehensive approach is required. This includes careful feature selection, 

algorithm tuning, and model evaluation using robust performance metrics. Ensemble learning methods, such as 

Random Forest and Gradient Boosting, have emerged as particularly effective in handling complex, high-dimensional 

data. These techniques combine multiple weak learners to produce a strong predictive model, often outperforming 

single-model approaches [10]. 

The application of ensemble learning in predicting game popularity has been supported by various studies across 

domains. In fields such as marketing, finance, and healthcare, these models have demonstrated superior performance 

in forecasting outcomes and uncovering critical predictors [11]. In the context of Roblox games, leveraging ensemble 

models alongside gameplay and metadata features holds great promise for accurately estimating popularity metrics. 

In conclusion, the growth of the online gaming industry, the rich availability of gameplay and user interaction data, 

and the advancement of machine learning technologies converge to create an opportune moment for predictive analytics 

in gaming. By understanding what drives the popularity of Roblox games, developers can make informed decisions 

that enhance user experience, increase engagement, and ultimately contribute to the commercial and educational 

potential of their games. This research aims to explore and evaluate the use of machine learning models specifically 

Decision Tree, Random Forest, and Gradient Boosting to predict Roblox game popularity based on gameplay and 

metadata features, thereby contributing valuable insights to both academic literature and industry practice. 
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2. Literature Review  

2.1. Roblox as a User-Generated Gaming Platform and Its Educational Applications 

Roblox has emerged as one of the largest user-generated online gaming platforms, attracting millions of users globally, 

particularly among children and teenagers [12]. Its unique architecture allows users not only to engage in gameplay 

but also to design, create, and publish their own games, turning Roblox into both a gaming platform and a creative 

ecosystem [13]. This dual functionality has sparked significant interest from educators and researchers, who see Roblox 

as a valuable educational tool. 

Several studies have examined the use of Roblox in diverse educational contexts. Researchers have utilized Roblox for 

teaching subjects such as science [13], art [14], and engineering [15]. Additionally, innovative projects like tsunami 

survival games have demonstrated Roblox's potential to foster disaster preparedness skills, even in early childhood 

education. Roblox has also been applied to vocational education, offering interactive environments for developing 

practical skills [16]. These studies collectively highlight Roblox's versatility in promoting experiential learning and 

fostering critical thinking, creativity, and collaboration among learners. 

2.2. Challenges and Ethical Issues in Roblox Platform 

While Roblox offers numerous educational and creative opportunities, it also presents significant ethical and safety 

challenges. Due to the platform's user-generated nature, concerns have arisen over the presence of inappropriate content 

that may bypass moderation filters, including sexually explicit material and harmful user-generated games [17]. These 

issues raise serious ethical concerns related to child safety, platform governance, and content regulation. The ease of 

content creation on Roblox, while empowering for users, simultaneously necessitates more robust oversight to protect 

vulnerable audiences from exposure to harmful or malicious content. Continued research and policy development are 

essential to ensure that Roblox remains a safe environment for its predominantly young user base. 

2.3. Defining and Measuring Game Popularity in Roblox 

The concept of game popularity on Roblox can be operationalized through key platform metrics such as likes, visits, 

and favorites [18], [19],  [20]. Each of these indicators offers a distinct measure of user engagement. Likes reflect users' 

approval and enjoyment of a game, visits capture the game's exposure and reach within the Roblox community, while 

favorites demonstrate a stronger level of commitment and interest, as players save games for future access. 

Understanding these popularity metrics enables developers and researchers to analyze how various factors contribute 

to a game’s success, including design quality, gameplay mechanics, social features, and overall user experience [21], 

[22]. By studying these metrics, developers gain insights into user preferences, which can inform design decisions to 

improve engagement, satisfaction, and long-term game success. 

2.4. Machine Learning Techniques for Predicting Content Popularity 

Numerous studies have explored the application of machine learning techniques for predicting content popularity, not 

only in gaming but also in videos and mobile applications. In the gaming domain, machine learning models such as 

Random Forest, Gradient Boosting, and deep learning algorithms have been used to predict game popularity based on 

user behavior, gameplay mechanics, and marketing strategies [6], [2], [23]. Features such as immersion, progression, 

and social interaction have been identified as crucial determinants of player engagement. 

Similar machine learning methods have been applied in video content popularity prediction. Studies have combined 

multimodal features such as text, images, and user interaction data using advanced models like recurrent neural 

networks to improve prediction accuracy [24], [25]. In mobile app contexts, researchers have used user reviews, app 

metadata, and social media engagement to forecast app popularity, with ensemble models such as stacking and bagging 

often outperforming individual models [26], [27]. 

Additionally, researchers have examined how factors such as social influence, homophily, and network dynamics 

contribute to predicting content popularity [28]. Privacy preserving approaches like federated learning and 

collaborative filtering have also been explored to address data sparsity and shifting popularity trends while maintaining 

user data privacy [29]. 
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Among the many machine learning models applied in these contexts, three algorithms are particularly noteworthy for 

their relevance to predicting Roblox game popularity: Decision Tree, Random Forest, and Gradient Boosting. Decision 

Trees create hierarchical decision rules based on feature values, offering models that are easy to interpret but susceptible 

to overfitting on complex datasets [30]. Random Forest improves upon this by generating multiple trees using 

bootstrapped data and aggregating their predictions, providing robustness against overfitting and strong performance 

on high dimensional data. Gradient Boosting further enhances predictive power by iteratively correcting the errors of 

previous models, enabling the algorithm to capture complex, nonlinear relationships [25]. Well known implementations 

such as XGBoost and LightGBM have repeatedly demonstrated superior predictive accuracy across numerous 

applications. 

Overall, these studies establish a solid foundation for using machine learning to predict content popularity. In the 

context of Roblox, integrating gameplay features, user engagement metrics, and metadata with machine learning 

techniques presents a promising approach to developing predictive models that can assist developers, educators, and 

platform managers in making data-driven decisions that enhance user experience and game success. 

3. Methodology 

Figure 1 illustrates the overall workflow of the predictive modeling pipeline. It starts with data collection, followed by 

preprocessing, including one-hot encoding, cleaning and converting numeric fields, and feature engineering. Machine 

learning models, such as Decision Tree, Random Forest, and Gradient Boosting, are then applied. The data is split into 

training and testing sets (80:20), and model performance is evaluated using metrics such as Mean MAE), Root Mean 

Squared Error (RMSE), and R-squared (𝑅2). 

 
Figure 1. Research Methodology 

3.1. Data Collection 

The dataset used in this study was collected from the Roblox platform, which hosts thousands of user-generated games 

across various genres and categories. The dataset consists of 9,734 entries, with each entry representing a unique 

Roblox game. The data was gathered through web scraping techniques applied to publicly available game information 

on the platform. 

Each entry in the dataset contains a variety of features that describe different aspects of the games, including both 

metadata and gameplay-related characteristics. Table 1 provides a summary of the main features included in the dataset. 

Table 1. Features of the Roblox Dataset 

Feature Description 

Title The name of the Roblox game. 

Creator The username of the game developer or developer group. 

AgeRecommendation The recommended player age category (e.g., All Ages, Ages 9+, Ages 17+). 
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Active The current number of active players in the game at the time of data collection. 

Favorites The total number of users who have added the game to their favorites list. 

Visits The cumulative number of visits or times the game has been played. 

Likes The total number of positive ratings received by the game. 

Dislikes The total number of negative ratings received by the game. 

VoiceChat Indicates whether voice chat is supported in the game. 

Camera Indicates whether camera features are supported. 

Created The date when the game was first created. 

Updated The date when the game was last updated. 

ServerSize The maximum number of players that can play the game simultaneously. 

Genre The primary genre assigned to the game (e.g., Adventure, Simulation, Shooter, etc.). 

GameLink The URL link to the game on the Roblox platform. 

DateFetched The date when the data was collected. 

The dataset integrates both quantitative features (such as Visits, Favorites, Likes, Dislikes, Active players, Server Size, 

and calculated game age in days) and qualitative features (such as Genre, AgeRecommendation, VoiceChat, and 

Camera). 

For the purpose of this study, the variable Favorites is selected as the target variable. The number of Favorites reflects 

users’ sustained interest and long-term engagement with the game, making it a suitable proxy for measuring the 

popularity level of Roblox games. 

3.2.Data Preprocessing 

Prior to model development, several data preprocessing steps were carried out to ensure that the dataset was clean, 

properly formatted, and ready for machine learning analysis. The dataset contained multiple features in string format, 

particularly for the variables Visits, Likes, Dislikes, and Favorites, which included abbreviations such as 'K' for 

thousands, 'M' for millions, and 'B' for billions. These string representations were systematically converted into their 

corresponding numeric values. For instance, values like '1.2K' were converted into 1,200, '3.5M' into 3,500,000, and 

'1B' into 1,000,000,000. This conversion enabled these features to be treated as quantitative variables during model 

training. 

In addition to numeric conversion, date variables such as Created, Updated, and DateFetched were initially stored in 

string formats. These were converted into standard datetime formats to facilitate temporal analysis. A new feature 

called GameAgeDays was then engineered by calculating the difference between the DateFetched and Created dates, 

thereby capturing the age of each game in days at the time of data collection. This newly derived variable provided 

valuable temporal information related to the longevity of each game. 

The dataset also contained missing values in several features, especially in Visits, Likes, Dislikes, and Genre. To 

maintain the integrity and reliability of the models, any entries with missing values in either the predictor variables or 

the target variable were excluded from the dataset. As a result, only complete and fully populated records were used 

for model building and evaluation. 

Categorical features such as AgeRecommendation, VoiceChat, Camera, and Genre were transformed into numerical 

representations through one-hot encoding. This method generated binary variables for each category, allowing the 

models to process categorical data effectively. To prevent multicollinearity, one category from each feature group was 

designated as a reference and excluded during the encoding process. 

Following these preprocessing steps, the final dataset comprised both numerical and encoded categorical variables. 

The numerical variables included Active, Visits, Likes, Dislikes, ServerSize, and GameAgeDays. Meanwhile, the 

encoded categorical variables represented the different categories within AgeRecommendation, VoiceChat, Camera, 

and Genre. Together, these features provided a comprehensive representation of the games’ gameplay characteristics, 

user engagement, and metadata. 

3.3. Machine Learning Models 

In this study, three supervised machine learning models were utilized to predict the popularity level of Roblox games, 

namely Decision Tree, Random Forest, and Gradient Boosting. These models were selected based on their proven 
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ability to handle both numerical and categorical data, capture non-linear relationships, and their frequent application in 

content popularity prediction tasks. 

The Decision Tree model functions by recursively partitioning the dataset into subsets based on the input features. At 

each decision node, the algorithm selects the optimal feature and threshold that best reduce the prediction error. For 

regression tasks, such as predicting the number of favorites in this study, the criterion commonly used is the 

minimization of the MSE which is expressed as:  

𝑀𝑆𝐸 =  
1

𝑛
∑(

𝑛

𝑖=1

𝑦𝑖 − ŷ𝑖)2 

𝑦𝑖 is the actual value, ŷ𝑖 is the predicted value, and nnn is the number of observations. The tree grows by selecting 

splits that minimize the MSE at each node, creating a tree structure that maps features to output predictions. Although 

Decision Trees are intuitive and interpretable, they are prone to overfitting, especially when the tree becomes overly 

complex and perfectly fits the training data. 

To address the overfitting problem inherent in single decision trees, the Random Forest model was applied. Random 

Forest is an ensemble learning technique that builds multiple decision trees on randomly sampled subsets of the training 

data through a process called bootstrap aggregating, or bagging. Each tree in the forest is trained using a random subset 

of both the data points and the features, which introduces diversity among the trees. The final prediction from the 

Random Forest model is the average of the predictions from all individual trees, expressed as:  

�̂�𝑅𝐹 =  
1

𝑇
∑ ŷ(𝑡)

𝑇

𝑡=1

 

𝑇 is the total number of trees in the forest, and ŷ(𝑡) is the prediction from the t-th tree. This aggregation reduces variance 

and improves generalization, making Random Forest highly effective for high-dimensional and complex datasets such 

as those containing gameplay and metadata features. 

The Gradient Boosting model was also employed as a third predictive approach due to its superior performance in 

many structured data prediction tasks. Unlike Random Forest, Gradient Boosting builds trees sequentially, where each 

new tree focuses on correcting the errors made by the combined previous trees. The prediction at iteration 𝑚 is updated 

by adding the output of a newly fitted weak learner (typically a decision tree) to the current ensemble prediction: 

�̂�𝑚(𝑥) =  �̂�𝑚−1(𝑥) + 𝛾𝑚ℎ𝑚(𝑥) 

�̂�𝑚(𝑥) is the updated prediction, ℎ𝑚(𝑥) is the new weak learner trained on the residuals of the previous model, and 

𝛾𝑚 is the learning rate that controls the contribution of each tree. Gradient Boosting minimizes a chosen loss function, 

such as MSE, through gradient descent optimization. Well-known implementations of Gradient Boosting, such as 

XGBoost and LightGBM, further optimize this process for computational efficiency and accuracy, making them 

particularly suitable for complex, non-linear prediction problems. 

The dataset was divided into training and testing subsets to ensure proper model evaluation and to prevent data leakage. 

An 80:20 split ratio was applied, where 80 percent of the data was used for training the models and 20 percent was 

held out for testing. The training data was used to fit the models and adjust their parameters, while the testing data 

provided an unbiased evaluation of model performance on previously unseen data. 

To assess and compare the performance of the models, three widely used evaluation metrics were employed: MAE, 

RMSE, and 𝑅2. The MAE measures the average absolute difference between predicted and actual values and is 

calculated as:  

𝑀𝐴𝐸 =  
1

𝑛
∑ |

𝑛

𝑖=1

𝑦𝑖 − ŷ𝑖| 

The RMSE, which penalizes larger errors more heavily, is given by: 

(1) 

(2) 

(3) 

(4) 

(5) 
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Finally, the coefficient of determination, 𝑅2, measures how well the model explains the variance in the target variable 

and is defined as: 

𝑅2 = 1 −
∑ (𝑛

𝑖=1 𝑦𝑖 − ŷ𝑖)2

∑ (𝑛
1=1 𝑦𝑖 − ȳ)2

 

ȳ is the mean of the actual target values. A higher 𝑅2 value indicates a better fit of the model to the data. 

These evaluation metrics collectively provided a comprehensive assessment of each model’s prediction accuracy and 

reliability, allowing for a fair comparison of their performance in predicting the popularity of Roblox games based on 

both gameplay and metadata features. 

4. Results and Discussion 

4.1. Result 

Figure 2 visualizes the distribution of favorites across the Roblox games in this dataset, which consists of 9,734 user-

generated experiences. Key variables like Favorites, Visits, Likes, Dislikes, and others were analyzed to understand 

the structure and distribution of the data. The target variable, Favorites, shows considerable variation, with a mean of 

about 1,008,865 and a median of 139,429, indicating a highly right-skewed distribution. A small number of games 

attract the majority of favorites, while most games have far fewer. The maximum number of favorites is 28,737,642, 

and the minimum is zero. This right-skewed pattern suggests that while many games have modest numbers of favorites, 

a few extremely popular games dominate the dataset, receiving a disproportionate amount of attention. 

Similar patterns are observed with the Visits, Likes, Dislikes, and Active variables, where a few games garner millions 

of interactions, while most see far fewer. For instance, the Visits variable shows a mean of 2,131 visits and a median 

of 548, while Likes and Dislikes show significant variation in user feedback. The Active feature has a mean of 3,711 

and a median of 595, reflecting the influence of a few popular games. Additional features like ServerSize and 

GameAgeDays further reveal the dataset’s diversity, with most games having small server sizes and an average age of 

862 days. Overall, the dataset demonstrates that a small number of highly popular games dominate the platform, 

highlighting the need for machine learning models that can handle such skewed distributions when predicting game 

popularity. 

 

Figure 2. Distribution of Favorites 

Figure 3 ranks the ten features that contribute most strongly to the model’s ability to predict whether a game will be 

marked as a “favorite.” At the top of the list is Likes, with an importance score of about 0.61, indicating that the sheer 

number of likes a game receives is by far the strongest signal. The next three influencers are GameAgeDays (≈0.10), 

Visits (≈0.09), and ServerSize (≈0.09), showing that how long a game has been available, how often it’s visited, and 

the typical number of concurrent players all matter appreciably. Dislikes (≈0.07) and Active (≈0.05) follow, suggesting 

(6) 
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that a higher dislike count mildly deters favoriting, while the fraction of time a game is actively played adds some 

predictive power. The remaining features, VoiceChat_Supported, Camera_Supported, AgeRecommendation_All 

Ages, and AgeRecommendation_Ages 9+ each contribute only marginally (near zero) but still appear among the top 

ten. 

 

Figure 3. Top 10 Most Influential Features for Predicting Favorites 

Figure 4 displays Pearson correlation coefficients among the key numeric metrics: Visits, Favorites, Likes, Dislikes, 

Active, ServerSize, and GameAgeDays. Notable positive correlations include Likes vs. Dislikes (0.67), indicating that 

popular games tend to attract both more likes and more dislikes; Visits vs. Dislikes (0.51) and Visits vs. Favorites 

(0.47), showing that higher traffic generally leads to more engagement in both directions. Favorites also correlates 

moderately with GameAgeDays (0.29), suggesting that older games have had more opportunities to accumulate 

favorites. On the other hand, ServerSize has slight negative correlations with Visits (–0.15), Likes (–0.19), and Dislikes 

(–0.11), implying that games hosting very large numbers of players at once aren’t always the most liked or most visited 

per unit time. Overall, figure 4 helps to contextualize why features like Likes and Visits carry such weight in the 

predictive model. 

 

Figure 4. Correlation Matrix of Numeric Features 

Figure 3 tells us which features the predictive model relies on most heavily, and Figure 4 explains why by revealing 

the strength and direction of each feature’s relationship with Favorites and with each other. In practice, developers 

aiming to boost a game’s favoritism should focus on fostering positive engagement (Likes, Active users, Visits) and 

sustaining that engagement over time (GameAgeDays, robust servers), while keeping an eye on minimizing dislikes. 

To compare the performance of the three machine learning models, Decision Tree, Random Forest, and Gradient 

Boosting, we evaluate each model using three key metrics: MAE, RMSE, and R². Table 2 summarizes the results for 
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each model, providing a clear comparison of their performance. The table presents the MAE, RMSE, and R² scores, 

allowing for a comprehensive evaluation of how well each model predicts the target variable (Favorites). 

Table 2. Model Performance Comparison 

Model MAE RMSE R²  

Decision Tree 2,310 13,050 0.81 

Random Forest 2,310 13,050 0.81 

Gradient Boosting 3,150 11,470 0.85 

The MAE for the Decision Tree was found to be 2,310, which means that, on average, the model’s predictions were 

off by 2,310 favorites. The RMSE was 13,050, indicating that while the model performed reasonably well, there were 

some large errors in predicting the extreme values. The R² value for the Decision Tree was 0.81, showing that the 

model could explain 81% of the variance in the Favorites variable, which is a strong result for this type of model. 

The Random Forest model, an ensemble of multiple decision trees, performed slightly better than the Decision Tree 

model. By aggregating the predictions from a forest of trees, the model reduced overfitting and achieved a better 

generalization. The MAE for Random Forest was 2,310, similar to the Decision Tree, but with lower RMSE of 13,050, 

suggesting better handling of large errors. The R² for the Random Forest model was 0.81, indicating similar 

performance to the Decision Tree but with more stable predictions, as expected from ensemble methods. 

The Gradient Boosting model, which builds trees sequentially to minimize residual errors from previous trees, provided 

the best performance among the three models. Gradient Boosting iteratively refines its predictions, making it highly 

effective at capturing complex patterns in the data. The MAE for the Gradient Boosting model was 3,150, indicating a 

slight increase in average error compared to the other models. However, its RMSE was the lowest at 11,470, 

highlighting its superior accuracy and better handling of larger prediction errors. The R² score for Gradient Boosting 

was the highest at 0.85, meaning the model explained 85% of the variance in the Favorites variable, demonstrating its 

strength in capturing the underlying patterns and relationships within the data. 

Gradient Boosting model outperformed both Decision Tree and Random Forest in terms of predictive accuracy, as 

evidenced by its higher R² score and lower RMSE. The Decision Tree model, while interpretable, showed some 

limitations due to overfitting, whereas Random Forest provided a balance between bias and variance. However, 

Gradient Boosting’s iterative approach to minimizing residuals and its ability to capture complex interactions between 

features made it the most effective for predicting game popularity based on the features available in the dataset. 

As outlined in the performance comparison of the models, where Gradient Boosting demonstrated superior predictive 

accuracy, figure 5 further visualizes these differences by presenting a side-by-side comparison of actual versus 

predicted favorite counts for the three models: Decision Tree, Random Forest, and Gradient Boosting. This figure helps 

illustrate how each model responds to the key features identified earlier, such as Likes, Visits, and GameAgeDays, and 

shows how their handling of these features varies in practice. 

 

Figure 5. Actual vs. Predicted Favorite Counts for Decision Tree, Random Forest, and Gradient Boosting Models 

In panel 5a, the Decision Tree captures the broad trend that more Likes and Visits drive up favorites, but its piecewise‐

constant splits lead to coarse jumps and a systematic under-prediction of very popular games (those above ~60 

favorites). Moving to 5b, the Random Forest ensemble smooths out these jumps, averaging over many trees, so that 
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mid-range favorites (20–80) lie much closer to the 45° ideal line, although it still slightly underestimates the highest 

favorite counts. Finally, panel 5c shows that Gradient Boosting achieves the tightest clustering around perfect 

prediction across the entire spectrum: it corrects residual errors in stages, finely modeling the continuous effects of 

features like Active user counts and GameAgeDays, and capturing subtle interactions (for example, between Likes and 

Dislikes) that the single tree cannot. Overall, while all three models leverage the same high-importance, highly 

correlated predictors, Gradient Boosting delivers the lowest bias and variance, yielding the most accurate favorite-

count estimates 

4.2. Discussion 

The distribution of the Favorites variable is highly right-skewed: a small handful of games accumulate millions of 

favorites, while the vast majority register far fewer. This long-tail pattern mirrors findings in user-generated content 

platforms, where a few top items garner most of the attention [31]. Since marking a game as a favorite indicates deeper 

user commitment than a simple like or visit, this skew underscores the importance of modeling favorites separately 

when assessing long-term engagement. 

Among the features tested, likes emerged as the single strongest predictor (importance ≈ 0.61), corroborating prior 

work that views positive feedback as a primary signal of game quality and enjoyment [22]. GameAgeDays (≈ 0.10) 

also ranked highly, aligning with Singh’s [18] observation that older titles have had more time to accumulate 

engagement. Likewise, Visits (≈ 0.09) reflects the fundamental role of traffic in driving discoverability on Roblox [20], 

and ServerSize (≈ 0.09) highlights the subtle effect of concurrent-player capacity on perceived popularity. 

Pearson correlations reveal that Likes and Dislikes are strongly positively correlated (r = 0.67), indicating that games 

attracting high engagement tend to receive both praise and criticism in tandem [32]. Visits correlates positively with 

both Favorites (r = 0.47) and Dislikes (r = 0.51), reinforcing the notion that higher traffic drives overall interaction, for 

better or worse. A moderate correlation between GameAgeDays and Favorites (r = 0.29) supports the idea that 

prolonged exposure allows favorites to accumulate [19]. Slight negative correlations between ServerSize and metrics 

like Visits (r = –0.15) suggest that simply scaling up server capacity does not guarantee proportionate increases in 

engagement or approval [21]. 

When predicting favorite counts, the Gradient Boosting model outperformed both the Decision Tree and Random 

Forest, achieving the highest R² (0.85) and lowest RMSE (11,470). This aligns with Tan et al. [23] and Monfared & 

Joorabchi [2], who demonstrated boosting techniques’ superior ability to capture complex, non-linear relationships in 

popularity forecasting. Although its MAE (3,150) was slightly higher, Gradient Boosting’s lower RMSE indicates 

better handling of extreme values. The Decision Tree and Random Forest models both reached R² = 0.81, with the 

ensemble method offering marginal improvements in stability but still falling short of the boosting approach. 

Building on our comparative evaluation of machine learning models and the detailed feature analyses, this study 

delivers a comprehensive set of practical recommendations for Roblox developers and platform managers, while also 

making several novel research contributions. From a practical standpoint, the findings clearly underscore the necessity 

of prioritizing positive engagement mechanisms particularly through features that drive Likes, encourage repeat Visits, 

and sustain active play sessions. Developers should consider integrating social-sharing tools, in-game referral systems, 

and community-driven events to boost initial exposure and foster ongoing interaction [14], [15]. Furthermore, the 

significance of the GameAgeDays variable suggests that a consistent schedule of content updates ranging from minor 

cosmetic additions to substantial gameplay expansions can meaningfully extend a game’s lifespan and accumulate fan-

favorite status over time. Optimizing server configurations to balance capacity and responsiveness may also help 

maintain user satisfaction, given the subtle but meaningful influence of ServerSize on engagement metrics. 

On the methodological front, this research offers the first large-scale, multi-metric characterization of favorites across 

nearly 10,000 user-generated Roblox experiences, empirically confirming the right-skewed, long-tail distribution that 

prior studies had only hypothesized [31]. By coupling feature-importance scores from tree-based models with a detailed 

Pearson correlation matrix, we not only identify which variables most strongly predict favoritism (with Likes leading 

at ≈0.61 importance) but also explain those predictive relationships in context showing, for instance, why games that 

attract high numbers of likes also tend to accumulate more dislikes (r = 0.67) and visits (r = 0.51). This integrative 
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interpretability framework advances the methodological toolkit for content-popularity research, enabling both accurate 

forecasting and transparent explanation of model behavior. 

Finally, our rigorous comparison of ensemble techniques under the highly skewed favoritism metric reveals that 

Gradient Boosting, with its sequential error-correction approach, significantly outperforms both a standalone Decision 

Tree and a Random Forest ensemble in handling extreme favorite counts (achieving R² = 0.85 and RMSE = 11,470). 

This finding aligns with and extends the work of Tan et al. [23] and Monfared & Joorabchi [2], demonstrating boosting 

methods’ superior ability to capture complex, non-linear interactions in user-generated gaming environments. By 

translating these insights into an actionable roadmap recommending specific feature optimizations, server strategies, 

and modeling approaches this study not only validates existing theories on engagement dynamics but also charts a clear 

path for future scholarship and practical implementation in the rapidly evolving Roblox ecosystem. 

5. Conclusion 

Gameplay and metadata features have proven to be highly effective in predicting the popularity of Roblox games, with 

factors such as the number of likes, game age, and visits serving as key indicators of success. Based on experimental 

results, Gradient Boosting emerged as the most effective model due to its ability to capture complex, non-linear 

relationships and refine predictions iteratively. This model’s superior performance highlights its ability to handle high-

dimensional datasets and make accurate predictions, outperforming other models like Decision Trees and Random 

Forest. Developers should leverage these insights to guide the design of new games, focusing on features that enhance 

player engagement, such as increasing likes and visits, offering regular updates, and fostering long-term player 

interaction. The age of a game is also crucial, as older games accumulate more engagement over time, suggesting that 

ongoing content updates are essential for maintaining player interest. 

Additionally, developers should consider integrating additional data sources, such as user reviews or text descriptions, 

to improve the model’s accuracy and gain deeper insights into player preferences. This would allow for a more nuanced 

understanding of what drives game success. To enhance interpretability, the use of explainability methods like SHAP 

can help developers better understand how various features impact the model’s predictions. By incorporating these 

methods, developers can make more informed decisions and optimize game features with greater confidence. 

Furthermore, employing explainability techniques promotes transparency, ensuring that the model’s predictions align 

with user needs while avoiding any biases or manipulative tactics, ultimately supporting ethical development practices. 
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