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Abstract 

The rapid growth of e-commerce has increased the risk of fraud in online transactions, resulting in significant financial losses and decreased 

consumer trust. One of the main challenges in fraud detection is data imbalance, where the number of legitimate transactions far exceeds 

fraudulent transactions. This imbalance causes machine learning models to fail in accurately identifying fraudulent transactions. This study aims 

to evaluate the effectiveness of Conditional Generative Adversarial Network (CGAN) in improving fraud detection performance in e-commerce 

through data augmentation. Two machine learning algorithms, Random Forest (RF) and XGBoost, were used to classify transactions in both the 

original imbalanced dataset and the dataset augmented with CGAN. The study uses key evaluation metrics, including accuracy, precision, recall, 

and F1-score, to measure the model's performance. The results show that data augmentation using CGAN significantly improved the performance 

of both models. RF on the augmented dataset achieved an accuracy of 99.96%, precision of 99.93%, recall of 99.99%, and F1-score of 99.96%. 

Meanwhile, XGBoost achieved an accuracy of 99.93%, precision of 99.91%, recall of 99.94%, and F1-score of 99.92%. The main contribution 

of this study is to demonstrate that CGAN can effectively address the challenge of data imbalance and improve the reliability of fraud detection 

systems in e-commerce. This approach has the potential to be applied in various sectors facing similar issues, such as anomaly detection in finance 

and cybersecurity. 
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1. Introduction 

In recent years, e-commerce has become one of the most dynamic sectors in the global economy. According to Zhou 

et al. [1], e-commerce transactions increased by 110% in the United States in 2020, marking a significant acceleration 

of digital transformation across various industrial sectors. This rapid growth has brought convenience and efficiency 

to both consumers and businesses, but it has also introduced new challenges in the form of online fraud. Fraud in e-

commerce not only leads to significant financial losses but also impacts consumer trust in digital payment systems [2], 

[3]. 

According to research by Zeng et al. [4], the proliferation of fraud in online payments has caused substantial economic 

losses, reduced customer trust, and complicated detection due to its dynamic and diverse nature. Fraud in e-commerce 

encompasses various forms such as identity theft, buyer fraud, and collaboration between buyers and sellers. To address 

this challenge, models capable of processing highly imbalanced data and identifying complex fraud patterns in real-

time are needed [3]. 

Fraud detection in e-commerce is a major challenge due to the highly imbalanced nature of transaction data [5]. In such 

cases, the number of legitimate transactions far exceeds fraudulent ones, causing machine learning models to tend to 

ignore the minority class (fraud). Zarzà et al. [6] emphasized that data imbalance leads to predictive models failing to 

detect fraud patterns accurately, increasing the number of harmful false-negatives where fraudulent transactions go 
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undetected. This is further supported by Chu's findings [7], which stated that the inability of models to capture fraud 

patterns leads to significant financial losses and reputational risks for e-commerce platforms. 

According to Khan et al. [8], the problem of data imbalance can cause bias towards the majority class, resulting in 

models failing to recognize important patterns from the minority class. To overcome this, machine learning-based 

approaches require effective data augmentation techniques to ensure that models can detect anomalies accurately and 

consistently across various application scenarios [9], [10]. 

To tackle the data imbalance challenge, various resampling methods have been developed [11], [12]. One widely used 

method is the Synthetic Minority Over-sampling Technique (SMOTE), which increases the number of minority class 

samples through linear interpolation [13]. However, SMOTE has limitations in capturing complex data distributions 

and may generate synthetic samples that are less representative [14]. A better alternative to address this issue is the use 

of CGAN. According to Lebichot et al. [15], CGAN has the ability to generate more realistic and complex synthetic 

data, enabling machine learning models to learn fraud patterns more deeply. 

According to Lee et al. [16], the use of Generative Adversarial Networks (GANs) allows for the creation of high-

quality synthetic data that resembles anomaly data. This technique is effective in enhancing detection capabilities 

because GANs can learn the complex distribution of actual data. Thus, the use of CGAN offers an innovative solution 

to balance datasets and reduce model bias towards the majority class [17]. 

CGAN works with two main components: the generator and the discriminator. The generator is responsible for creating 

synthetic data samples based on certain conditions (such as the fraud label), while the discriminator evaluates whether 

the sample is real or synthetic [18]. The interaction between these two components allows CGAN to generate data that 

is more varied and closer to the real data. Thus, the data augmentation process using CGAN can help balance datasets 

and enhance the model's ability to recognize fraud patterns [19]. 

2. Literature Review  

2.1. Fraud Detection in E-Commerce 

Fraud in e-commerce is a continuously evolving issue as the volume of online transactions increases. Zhou et al. [1] 

revealed that the surge in e-commerce transactions significantly raises the risk of fraud. Fraud in e-commerce directly 

impacts financial losses and decreases consumer trust in digital platforms. The growing complexity of fraud requires 

more adaptive detection methods. According to Moreira et al. [20], machine learning techniques such as Random Under 

Sampling, SMOTE, and ADASYN have been shown to improve the ability of models to detect fraud in banking 

systems. This research demonstrates that combining resampling techniques with machine learning algorithms such as 

Logistic Regression and KNN significantly enhances sensitivity to suspicious transactions and reduces the false-

negative rate. Additionally, the implementation of these techniques in banking environments enables faster responses 

to anomalies, reducing the potential for large losses for financial institutions. 

2.2. Data Imbalance in Machine Learning 

Class imbalance is a key challenge in fraud detection. Zarzà et al. [6] highlighted that machine learning models tend to 

prioritize the majority class, leading to low accuracy in detecting the minority class (fraud). Chu [7] stated that the 

inability of models to recognize fraud patterns leads to an increase in false negatives, resulting in significant losses. 

According to Gupta et al. [21], oversampling methods such as Random Over-Sampling (ROS) and the XGBoost 

algorithm perform best in addressing data imbalance in credit card fraud detection. This study shows that using 

resampling techniques with algorithm-based models significantly improves accuracy and F1-score compared to 

conventional approaches. Recent research indicates that combining resampling techniques with ensemble models such 

as RF and XGBoost can substantially improve model performance in real-world environments. 

2.3. Data Balancing Methods 

Various approaches have been developed to address data imbalance. Mqadi et al. [13] introduced SMOTE as an 

effective oversampling technique, although it has limitations in capturing complex data distributions [14]. According 

to Azim et al. [22], an ensemble learning approach based on soft voting, combined with oversampling and under 
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sampling techniques, can significantly enhance fraud detection accuracy. This research confirms that the combination 

of resampling techniques with ensemble learning models like RF and XGBoost provides the best performance in 

capturing rare fraud patterns. Moreover, a hybrid approach that combines resampling with hyperparameter fine-tuning 

on the model has been shown to yield more accurate predictions. 

2.4. Generative Adversarial Network (GAN) Approach 

The GAN-based approach offers an innovative solution for generating realistic synthetic data. Lebichot et al. [15] 

demonstrated that CGAN excels in generating data variations that resemble actual fraudulent transactions. Lee et al. 

[16] emphasized that the use of R-GAN with regularization significantly improves anomaly detection accuracy in 

imbalanced datasets. 

3. Methodology 

This study follows a systematic series of steps designed to evaluate the effectiveness of data augmentation using CGAN 

in improving fraud detection in e-commerce. The following are the research stages in accordance with the flow diagram 

in figure 1: 

 
Figure 1. Research Methodology 

3.1. Data Collection 

The dataset was obtained from Kaggle and consists of 23,634 transactions. This dataset was chosen because it contains 

a variety of relevant attributes for detecting fraud patterns in e-commerce transactions. After downloading, the data 

underwent exploratory analysis to understand the distribution of each variable, check for missing values, and identify 

outliers that might affect the analysis results. 

Subsequently, data cleaning was performed, including handling missing data, normalizing attributes, and encoding 

categorical variables into numerical form to meet the requirements of machine learning algorithms. Class imbalance in 

the dataset was addressed using resampling techniques such as oversampling the minority class or under sampling the 

majority class. This step ensures that the developed model can identify fraudulent transactions accurately without bias 

towards the dominant class. 

3.2. Exploratory Data Analysis (EDA) 

This process involves performing descriptive statistical checks, visualizing data distributions, identifying outliers, and 

detecting patterns that could affect model performance. Descriptive statistics were used to analyze key metrics such as 

mean, median, mode, and standard deviation to understand the data spread. Data visualization was carried out through 
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graphs such as histograms, boxplots, and scatter plots to identify distributions and anomalies. This analysis helps detect 

data imbalances, correlations between variables, and features that have significant contributions to fraud prediction. 

Additionally, techniques like heatmaps were used to map correlations between attributes, providing further insights 

into the relationships among variables. Understanding these patterns in the dataset allows for adjustments to features 

or transformations of variables to enhance model performance in subsequent stages. EDA is an essential step to ensure 

that the machine learning training process runs optimally and yields accurate predictions. 

3.3. Data Preprocessing 

The data preprocessing stage prepares the dataset to be compatible with the machine learning algorithm. The first step 

in preprocessing is handling missing values through imputation methods. For numerical features, the median is used 

as a substitute because it is more robust to outliers, while for categorical features, the mode is used as the most 

frequently occurring value. 

Next, categorical variables were encoded using the one-hot encoding method. This technique transforms categorical 

variables into binary numerical representations, allowing machine learning models to process this information 

effectively. With one-hot encoding, each category is converted into a separate column containing values of 0 or 1, 

which prevents the model from assuming any ordinal relationships between categories that are inherently nominal. 

The final step is normalizing the numerical features. Normalization ensures that all variables are on a similar scale, 

which is crucial for machine learning algorithms sensitive to scale differences, such as k-Nearest Neighbors (k-NN) or 

gradient-based algorithms. Normalization helps accelerate convergence during training and ensures that each feature 

contributes proportionately to the prediction process. With these steps, the data becomes cleaner, more consistent, and 

ready for building the fraud detection model. 

3.4. Data Augmentation with CGAN 

To address the class imbalance in the dataset, the CGAN method was used to generate synthetic data resembling 

fraudulent transactions. CGAN was chosen because it can generate high-quality data samples that reflect the true 

distribution of the minority class. 

CGAN consists of two main components: the generator and the discriminator. The generator is tasked with creating 

synthetic data samples based on conditional labels, such as fraud or non-fraud status. Meanwhile, the discriminator's 

role is to distinguish between real and synthetic data. During training, the generator strives to produce data that 

increasingly resembles the real data, while the discriminator provides feedback to help the generator improve the 

quality of the synthetic data generated. 

The synthetic data generated by CGAN is then combined with the original dataset to balance the proportion between 

legitimate and fraudulent transactions. With this data augmentation, the machine learning model can learn from a more 

balanced distribution, improving its ability to detect fraudulent transactions without bias towards the majority class. 

This technique is a crucial step in ensuring that the model performs accurately and generalizes well to new data. 

3.5. Model Training 

The model training stage used two main algorithms: RF and XGBoost. Both models were applied to two types of 

datasets: the original imbalanced dataset and the augmented dataset, which had a balanced proportion between 

legitimate and fraudulent transactions. The training process began by splitting the dataset into training and testing data 

using cross-validation. Cross-validation helps validate the model's performance thoroughly and reduces the risk of 

overfitting, especially with complex datasets. By splitting the data into several subsets (folds), the model is trained 

alternately on different subsets, ensuring that the performance evaluation includes the entire dataset. 

Additionally, hyperparameter optimization was carried out using GridSearchCV to find the best parameter combination 

for each model. GridSearchCV evaluates various parameter combinations, such as the number of trees in RF or the 

learning rate in XGBoost, to improve prediction accuracy and model efficiency. With this approach, the resulting model 

is expected to perform optimally in detecting fraudulent transactions in the dynamic e-commerce environment. 
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3.6. Model Performance Evaluation 

Model performance evaluation is conducted using several key metrics to measure the effectiveness of predictions. The 

metrics used include accuracy, precision, recall, and F1-score. The evaluation results are compared between the model 

trained on the original dataset and the model trained on the augmented dataset using CGAN. This analysis aims to 

assess the impact of data augmentation on improving fraud detection accuracy and to determine whether the CGAN 

approach successfully addresses class imbalance bias. 

The primary goal is to evaluate how well the CGAN-augmented dataset improves the model's ability to detect fraud in 

e-commerce environments. The evaluation metrics, such as accuracy, precision, recall, and F1-score, will be used to 

compare both models and highlight any improvements achieved through data augmentation. By conducting this 

thorough evaluation, the best-performing model can be identified, one that demonstrates the ability to accurately and 

reliably detect fraud while addressing the challenges posed by class imbalance in the data. The results will provide 

insights into the effectiveness of using CGAN for fraud detection and whether it contributes to the model's robustness 

in detecting fraudulent activities. 

4. Results and Discussion 

4.1. Results for Imbalanced Dataset 

Based on the classification results using RF on the original (imbalanced) dataset, the model's performance in classifying 

fraudulent and non-fraudulent transactions is as follows. The confusion matrix provides information about the model's 

performance in predicting correct and incorrect transactions for each class (fraudulent and non-fraudulent). 

Table 1 shows that out of the total fraudulent transactions, only 47 transactions were correctly classified as fraudulent 

(True Positive). A total of 320 fraudulent transactions were incorrectly classified as legitimate transactions (False 

Negative), indicating that the model struggled to identify fraudulent transactions. Meanwhile, there were 6 legitimate 

transactions that were incorrectly classified as fraud (False Positive), and 6718 legitimate transactions were correctly 

classified (True Negative). 

Table 1. Confusion Matrix for Random Forest Model on Imbalanced Dataset 

 Predicted Positive (Fraud) Predicted Negative (Non-Fraud) 

Actual Positive (Fraud) 47 320 

Actual Negative (Non-Fraud) 6 6718 

Table 2 shows that the model has an accuracy of 95.35%, precision of 88.68%, recall of 12.81%, and F1-score of 

22.36%. Despite having a high accuracy, the low recall value indicates that the model was ineffective in recognizing 

fraudulent transactions, as most fraudulent transactions went undetected. 

Table 2. Evaluation Results for Random Forest Model on Imbalanced Dataset 

Metric Value (%) 

Accuracy 95.35 

Precision 88.68 

Recall 12.81 

F1 Score 22.36 

Table 3 shows that the XGBoost model identified 48 fraudulent transactions correctly (True Positive), while 319 

fraudulent transactions were incorrectly classified as legitimate transactions (False Negative). A total of 13 legitimate 

transactions were misclassified as fraudulent (False Positive), and 6711 legitimate transactions were correctly classified 

(True Negative). These results are similar to RF, where the low recall indicates that many fraudulent transactions were 

not detected. 
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Table 3. Confusion Matrix for XGBoost Model on Imbalanced Dataset 

 Predicted Positive (Fraud) Predicted Negative (Non 

Fraud) 

Actual Positive (fraud) 48 319 

Actual Negative (Non-Fraud) 13 6711 

Table 4 shows that the model has an accuracy of 95.32%, precision of 78.69%, recall of 13.08%, and F1-score of 

22.34%. The low recall value indicates that the model still struggles to recognize most fraudulent transactions, despite 

having high accuracy. 

Table 4. Evaluation Results for XGBoost Model on Imbalanced Dataset 

Metric Value (%) 

Accuracy 95.32 

Precision 78.69 

Recall 13.08 

F1 Score 22.34 

4.2. Results for Augmented Dataset 

Table 5 shows a significant improvement, where the model successfully identified 6746 fraudulent transactions 

correctly (True Positive), only 1 fraudulent transaction was misclassified (False Negative), 5 legitimate transactions 

were misclassified (False Positive), and 6673 legitimate transactions were correctly classified (True Negative). 

Table 5. Confusion Matrix for Random Forest Model on Balanced Dataset 

 Predicted Positive (Fraud) Predicted Negative (Non Fraud) 

Actual Positive (Fraud) 6746 1 

Actual Negative (Non Fraud) 5 6673 

Table 6 and Figure 2 show that the RF model performed excellently on the augmented dataset across various evaluation 

metrics. The accuracy of the model reached 99.96%, which means almost all of the predictions made by the model 

were correct. This high accuracy indicates that the model has a very low error rate in classifying the data. Additionally, 

precision of 99.93% indicates that almost all positive predictions made by the model were correct. This suggests that 

the model performs excellently in avoiding false positives. On the other hand, recall reached 99.99%, meaning the 

model was able to detect almost all positive cases in the dataset. This high recall value reflects the model's ability to 

minimize false negatives. The combination of high precision and recall resulted in an F1 Score of 99.96%, 

demonstrating a good balance between both metrics. Overall, these evaluation results show that the RF model has a 

highly reliable and accurate performance on the augmented dataset. The data augmentation technique used proved to 

be effective in enhancing the model's performance, especially when dealing with class imbalance issues. 

Table 6. Evaluation Results for Random Forest Model on Balanced Dataset 

Metric Value (%) 

Accuracy 99.96 

Precision 99.93 

Recall 99.99 

F1 Score 99.96 
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Figure 2. Evaluation Results for Random Forest Model on Balanced Dataset 

Figure 3 shows the ROC curve for the RF model on the augmented dataset. The ROC curve is used to evaluate the 

model's classification performance by plotting the True Positive Rate (TPR) or sensitivity on the y-axis, and the False 

Positive Rate (FPR) or 1-specificity on the x-axis. In this curve, the blue line represents the ROC curve, with the area 

under the curve (AUC) recorded as 1.00, which is the ideal value. This AUC score indicates that the model has perfect 

discriminatory power, as the area under the curve ranges from 0 (random guessing) to 1 (perfect classification). The 

AUC score of 1.00 shows that the model is highly effective in distinguishing between the positive and negative classes. 

The gray dashed line represents a random classifier, where the TPR equals the FPR at all thresholds. Overall, the perfect 

AUC score of 1.00 demonstrates that the RF model on the balanced and augmented dataset performs exceptionally 

well in classifying both classes with minimal error. 

 
Figure 3. ROC Curve for Random Forest Model on Balanced Dataset 

Table 7 shows that the XGBoost model successfully identified 6751 fraudulent transactions correctly (True Positive), 

only 4 fraudulent transactions were misclassified as legitimate (False Negative), 6 legitimate transactions were 

misclassified as fraud (False Positive), and 6706 legitimate transactions were correctly classified (True Negative). 

Table 7. Confusion Matrix for XGBoos Model on Balanced Dataset 

 Predicted Positive (Fraud) Predicted Negative (Non Fraud) 

Actual Positive (Fraud) 6751 4 

Actual Negative (Non Fraud) 6 6706 

Table 8 and figure 4 show the evaluation results for the XGBoost model on the augmented dataset show outstanding 

performance, almost matching that of the RF model. With an accuracy of 99.93%, the XGBoost model demonstrates 

excellent ability to classify data with minimal error. This indicates that almost all of the predictions made by this model 

were correct. Additionally, the precision of 99.91% shows that almost all positive predictions made were accurate. This 
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indicates the model's low rate of false positives. The recall of 99.94% means the model was highly effective in detecting 

most of the positive samples in the dataset. The high recall value suggests that the model can identify nearly all positive 

cases, reducing the potential for errors in detecting the true positive class. The combination of high precision and recall 

results in an F1 Score of 99.92%, indicating an optimal balance between both metrics. Overall, the evaluation results 

show that the XGBoost model is highly effective in classification with a very low error rate on the augmented dataset. 

The data augmentation technique applied proved to have a positive impact on the model's performance, making it 

highly reliable and effective in classifying data. 

Table 8. Evaluation Results for XGBoos Model on Balanced Dataset 

Metric Value (%) 

Accuracy 99.93 

Precision 99.91 

Recall 99.94 

F1 Score 99.92 

 
Figure 4. Evaluation Results for XGBoost Model on Augmented on Balanced Dataset 

Figure 5 illustrates the relationship between the True Positive Rate (TPR) and the False Positive Rate (FPR). TPR 

measures the proportion of positives that are correctly identified, while FPR measures the proportion of negatives that 

are incorrectly identified as positives. In this graph, the ROC curve shows that the XGBoost model can effectively 

separate the positive and negative classes. The area under the curve (AUC) reaches 1.00, which is an indicator that the 

model is nearly perfect in separating the positive class from the negative class. AUC values close to 1.00 indicate that 

the model has very high predictive power, reflecting that nearly all positive cases are successfully detected with very 

few errors in predicting the negative class. Overall, this ROC curve confirms that the XGBoost model applied to the 

augmented dataset performs exceptionally well with near-perfect detection ability and very low prediction errors. 

 

Figure 5. ROC Curve for XGBoost Model on Augmented on Balanced Dataset 
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Data augmentation using CGAN significantly improved fraud detection performance in both the RF and XGBoost 

models. In the original imbalanced dataset, both models had high accuracy (around 95%), but the recall performance 

was very low (12.81% for RF and 13.08% for XGBoost), indicating that many fraudulent transactions went undetected. 

After data augmentation, the performance of both models drastically improved. RF achieved an accuracy of 99.96%, 

precision of 99.93%, recall of 99.99%, and F1-score of 99.96%. The XGBoost model also showed improvement with 

an accuracy of 99.93%, precision of 99.91%, recall of 99.94%, and F1-score of 99.92%. 

From these results, it can be concluded that data augmentation using CGAN effectively addresses the issue of data 

imbalance. Models trained on the augmented dataset have much better capabilities in recognizing fraudulent 

transactions while minimizing classification errors (false negatives and false positives). RFslightly outperforms 

XGBoost in recall, but both models show excellent performance overall. Thus, the application of CGAN provides a 

significant contribution to improving the reliability of fraud detection systems on e-commerce platforms. 

4.3. Discussion 

The results of the study indicate that CGAN significantly enhances fraud detection performance in e-commerce. This 

research compared the performance of two machine learning algorithms, RF and XGBoost, on both the original 

imbalanced dataset and the dataset augmented with CGAN. The key findings show that data augmentation with CGAN 

can address the challenge of class imbalance, which often causes models to struggle with detecting fraudulent 

transactions. 

In the original imbalanced dataset, both models showed high accuracy (around 95%), but had very low recall values 

(12.81% for RF and 13.08% for XGBoost). The low recall values indicate that most fraudulent transactions went 

undetected by the models. This condition proves that without data balancing, the models tend to be biased toward the 

majority class (legitimate transactions) and fail to recognize fraudulent transactions effectively [13], [23], [24]. 

After data augmentation using CGAN, there was a significant improvement in performance across all evaluation 

metrics. The RF model trained on the augmented dataset achieved an accuracy of 99.96%, precision of 99.93%, recall 

of 99.99%, and F1-score of 99.96%. Meanwhile, the XGBoost model achieved an accuracy of 99.93%, precision of 

99.91%, recall of 99.94%, and F1-score of 99.92%. This improvement demonstrates that data augmentation with 

CGAN not only enhances the model’s ability to detect fraudulent transactions (recall), but also maintains very low 

classification errors (false positives and false negatives) [15], [17]. 

The main advantage of CGAN over traditional oversampling methods such as SMOTE lies in its ability to generate 

more complex synthetic data that closely mirrors the characteristics of actual fraudulent transactions. Previous studies 

have shown that CGAN-based methods, such as K-CGAN, significantly outperform conventional oversampling 

techniques (SMOTE, B-SMOTE, and ADASYN) in improving fraud detection performance on imbalanced datasets. 

K-CGAN can generate high-quality synthetic datasets that help machine learning models capture more complex and 

varied fraud patterns [17]. As a result, machine learning models can learn more diverse and realistic fraud patterns, 

which improves model generalization when faced with new data. 

Interestingly, RF showed an advantage in recall compared to XGBoost, indicating its superior ability to detect 

fraudulent transactions. However, XGBoost provided more balanced results across all metrics, showing high stability 

even after data augmentation. Previous research also indicates that RF tends to perform better in detecting fraudulent 

transactions after applying oversampling methods like SMOTE, which reduces bias toward the majority class and 

improves the model’s ability to identify the minority class [13]. This difference can be explained by the internal 

mechanisms of each algorithm: RF tends to produce more conservative predictions, while XGBoost uses optimized 

gradients to improve accuracy gradually [13]. 

The practical implications of this research are wide-ranging. With the increasing prevalence of fraud in e-commerce, 

the CGAN approach provides an innovative solution that can be applied in production environments to improve the 

security of online transactions. Moreover, this method can be adapted to various other industries facing similar 

challenges, such as anomaly detection in finance, healthcare, or cybersecurity. Previous research confirms that 

combining data augmentation techniques and hyperparameter optimization can yield optimal results in detecting 

fraudulent transactions across various e-commerce scenarios [6]. 
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Although CGAN provides significant performance improvement, the training process for this model requires 

substantial computational resources and more time compared to traditional methods. Additionally, the effectiveness of 

CGAN heavily depends on the quality of the initial dataset and the parameters used in its training. Future research may 

explore the development of more efficient CGAN architectures or integrate this method with other techniques such as 

ensemble learning for even better results. 

5. Conclusion 

Based on the research findings, it can be concluded that the use of CGAN effectively improves fraud detection 

performance in e-commerce. Data augmentation using CGAN addresses the class imbalance issue, which is a major 

challenge in detecting fraudulent transactions. 

The RF and XGBoost models showed significant improvements across all evaluation metrics after data augmentation. 

RF has an advantage in recall with a value of 99.96%, indicating its ability to detect more fraudulent transactions. On 

the other hand, XGBoost provides more balanced results across all evaluation metrics, reflecting stable and consistent 

performance. 

The results of this study provide an important contribution to the development of more accurate and adaptive fraud 

detection systems. The CGAN approach can be widely applied in various industry sectors facing similar challenges in 

detecting anomalies or rare cases. Moreover, this study opens opportunities for further exploration in improving the 

efficiency and effectiveness of CGAN through architecture optimization and integration with other machine learning 

methods. Therefore, this study emphasizes that CGAN is an innovative and effective solution in addressing data 

imbalance and improving fraud detection performance in e-commerce environments. 
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