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Abstract

This paper explores the use of machine learning, specifically the Random Forest algorithm, to detect fraudulent transactions in digital financial
systems. As digital finance grows, the risk of fraud increases, making effective detection systems crucial for maintaining trust and security. The
study focuses on identifying key factors influencing fraudulent transactions, such as transaction amount and type, and evaluates the model's
performance using accuracy, precision, recall, F1-score, and AUC-ROC metrics. Results show that Random Forest outperforms traditional
methods, achieving high accuracy of 95%, precision of 1.00 for fraudulent transactions, and an AUC of 0.98, indicating excellent discriminatory
power. By analyzing transaction data, the model identifies important patterns, offering financial institutions practical insights for enhancing fraud
detection systems. The findings suggest that focusing on critical features like transaction amount and transfer type can optimize detection systems.
However, limitations include the need for further exploration of additional features, such as user behavior, and the integration of more advanced
techniques to address emerging fraud tactics. The study’s outcomes provide a robust framework for improving fraud detection in the evolving
landscape of digital transactions.
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1. Introduction

The growing use of digital financial systems has significantly reshaped the global economy, driven primarily by
advancements in information technology. Digital finance encompasses a variety of financial services conducted
through digital platforms, such as online banking, mobile payments, and cryptocurrency trading. These innovations
have greatly enhanced convenience, accessibility, and operational efficiency in financial transactions, making them
more user-friendly and accessible than ever before [1]. Additionally, the rise of fintech solutions has played a key role
in improving financial inclusion, particularly for previously underserved populations. By facilitating easier access to
financial resources and lowering transaction costs, digital finance is contributing to a more inclusive and equitable
financial landscape [2].

The COVID-19 pandemic further accelerated the adoption of digital financial solutions, highlighting their essential
role in maintaining business continuity and reducing reliance on traditional financial services during times of disruption
[3]. As the digital economy evolves, it is expected to foster continuous innovation in the financial sector, ultimately
promoting systemic resilience and economic growth. However, this rapid digital transformation also introduces new
challenges, particularly in terms of cybersecurity. With the increasing volume of digital transactions, the risk of
cybercrime, including data breaches, phishing, and ransomware, has surged, posing a significant threat to the security
of digital financial systems [4].

Governments and institutions have recognized that cyber threats can undermine not only individual organizations but
also national security, as breaches in financial systems could disrupt entire economies [5]. Consequently, there is an
urgent need for integrated security strategies that combine traditional security measures with advanced technologies
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like artificial intelligence (Al) and blockchain. These technologies can safeguard digital transactions more effectively,
counteracting evolving cyber threats and ensuring the safety of sensitive financial data [6]. As cybercriminals
continually develop new tactics, security frameworks must adapt to address emerging threats and preserve the trust of
users in digital financial services [7].

Fraud detection is particularly crucial in ensuring the integrity and trustworthiness of digital financial systems. As
digital transactions proliferate, the complexity and frequency of fraudulent activities increase, posing risks not only to
consumers but also to the entire financial ecosystem [8]. Effective fraud detection mechanisms are essential for
protecting consumer assets and maintaining the reliability of financial service providers, which, in turn, fosters trust
between users and digital platforms [9]. The integration of Al and machine learning technologies has significantly
enhanced the capabilities of fraud detection systems. These technologies allow for real-time monitoring and analysis
of transaction patterns, improving the accuracy of identifying anomalous behaviors that could indicate fraudulent
activities [10].

Al-driven approaches have been shown to reduce false positives while maintaining high detection rates, enhancing user
confidence in digital financial systems. The adoption of these advanced fraud detection systems is essential to
counteract the growing sophistication of fraudsters and sustain the operational integrity of digital finance [11]. By
reinforcing fraud detection frameworks, financial institutions can maintain systemic stability and consumer trust in the
digital age [12]. However, to design effective fraud detection systems, it is crucial to understand the specific factors
contributing to fraudulent transactions. Key factors include identity theft, unauthorized access to payment information,
and inadequate security measures [13].

Machine learning techniques, such as CatBoost, leverage feature engineering to enhance fraud detection capabilities,
ensuring that financial organizations can quickly respond to emerging threats [13]. The application of ensemble
methods further aids financial institutions in assessing fraud risk in digital environments where fraudsters constantly
adapt to countermeasures [14]. Big data analytics is also being incorporated into fraud detection systems to facilitate
real-time monitoring and provide deeper insights into transaction behaviors, which is crucial for maintaining the
integrity of digital financial systems [9]. These technologies underscore the importance of continuous improvement
and adaptation in fraud detection techniques to combat the evolving nature of financial fraud.

Detecting fraudulent transactions remains a significant challenge, especially when relying on manual or traditional
methods, which often lack the efficiency and adaptability needed to address evolving financial fraud patterns.
Traditional rule-based detection systems depend on predefined rules, which may not account for new or sophisticated
fraudulent schemes, leading to high rates of false negatives and false positives [15]. Furthermore, manual review
processes are time-consuming and labor-intensive, leading to delayed detection and increased vulnerability to fraud
[16]. The rise in digital transactions exacerbates these issues, as human analysts struggle to identify patterns indicative
of fraud amidst vast amounts of legitimate transactions [17].

To address these challenges, there is a pressing need for advanced, automated systems that leverage machine learning
and Al to enhance fraud detection. These technological solutions can analyze complex datasets in real time, adapt to
changing fraud patterns, and significantly improve the accuracy of fraud detection [18]. The lack of understanding
regarding the specific factors influencing fraud in digital financial systems further complicates detection and prevention
efforts. Fraudsters employ increasingly sophisticated methods, making it difficult for traditional detection systems to
keep pace with evolving threats [ 14]. Insufficient regulatory frameworks that fail to adequately capture or analyze user
behavior also create opportunities for fraudulent activities [19]. Moreover, the rapid digitization of financial services
creates vulnerabilities that can be easily exploited by fraudsters, particularly in environments where user identity
information is inadequately verified [20].

In addition to regulatory shortcomings, financial literacy plays a critical role in empowering users to recognize potential
fraud. Many individuals remain ill-equipped to navigate the increasingly sophisticated fraud landscape, highlighting
the need for public education campaigns focused on safe digital practices [21]. Understanding these factors is essential
for designing more effective fraud detection systems capable of adapting to emerging trends and mitigating risks in
digital financial environments.
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Machine learning techniques are key to addressing the complexities of fraudulent transactions. Research suggests that
algorithms such as Decision Trees, Random Forests, and Logistic Regression can be effectively employed to identify
fraud patterns [17]. These models can improve their accuracy through methods like oversampling to handle class
imbalance, a common challenge when fraudulent transactions are far less frequent than legitimate ones [22].
Furthermore, incorporating advanced deep learning methods, such as Stacked Autoencoders, can improve prediction
capabilities, achieving high accuracy and low false positive rates [23]. The continuous adaptation of these models to
new fraud patterns is essential for maintaining an effective fraud detection system [24].

Ultimately, this research aims to improve fraud detection systems by identifying the key factors contributing to
fraudulent transactions. By leveraging machine learning, financial institutions can enhance their ability to detect and
prevent fraud, thereby safeguarding their operations and ensuring consumer trust in digital financial services. Through
continuous innovation and the integration of Al-driven fraud detection mechanisms, the security of digital financial
systems can be significantly strengthened, fostering a more resilient and reliable financial environment.

2. Literature Review

Financial fraud in digital payment systems has become a significant concern, driven by the rapid expansion of digital
platforms that create vulnerabilities cybercriminals can exploit [25]. Traditional fraud detection methods, such as rule-
based systems, are becoming increasingly ineffective as they struggle to adapt to the complexity and scale of modern
digital transactions. This has prompted a shift towards more advanced techniques like machine learning (ML) and big
data analytics, which offer improved fraud detection capabilities by analyzing large datasets, identifying patterns, and
enhancing prediction accuracy [26]. Real-time monitoring and predictive analytics have also shown great promise in
identifying fraud and mitigating risks [27]. The COVID-19 pandemic has further complicated fraud detection efforts,
creating new challenges as organizations must adapt to the rapidly changing cyber threat landscape while ensuring
compliance with evolving regulations [19]. As digital financial services continue to evolve, the development of robust
fraud detection frameworks remains essential for maintaining the security of financial transactions [28].

Machine learning techniques, including supervised, unsupervised, and reinforcement learning, have significantly
enhanced fraud detection capabilities by processing vast amounts of transactional data. Supervised learning methods
such as decision trees, random forests, and support vector machines are commonly used due to their high accuracy in
predicting fraud [29]. Among these techniques, Random Forest has proven particularly effective in handling
classification problems, such as credit card fraud detection, by achieving high accuracy rates and efficiently managing
imbalanced datasets, which are a common challenge in fraud detection[30]. Random Forest, an ensemble learning
method, combines multiple decision trees to increase the robustness and precision of fraud detection systems, making
it a versatile tool in financial applications [31]. The integration of feature engineering and ensemble methods, which
combine various models, has further improved fraud detection accuracy by refining input variables and reducing false
positives [32]. Recent advancements in deep learning techniques have also played a crucial role by enabling the
recognition of more complex patterns in financial data, further enhancing fraud detection in increasingly intricate digital
financial environments [33]. As fraud tactics continue to evolve, machine learning algorithms like Random Forest
adapt to these emerging risks, ensuring financial institutions can quickly identify and respond to new fraud strategies
while maintaining customer satisfaction [34], [35].

The effectiveness of these technological advancements is further supported by regulatory frameworks, which ensure
that fraud detection systems comply with legal requirements and industry standards. Legislation such as the Sarbanes-
Oxley Act, along with the establishment of the Public Company Accounting Oversight Board (PCAOB), has been
crucial in mitigating financial fraud [36]. These regulations not only guide the development of detection technologies
but also ensure that they are applied effectively within established legal frameworks [37]. Furthermore, integrating
psychological and social factors, such as those outlined in the fraud triangle and fraud diamond frameworks, provides
deeper insights into the motivations behind fraudulent behavior, helping to refine detection strategies and make them
more adaptive [38]. As financial fraud continues to undermine the stability of financial systems, it is imperative that
detection systems not only focus on minimizing losses but also work to restore trust and integrity in financial
institutions [39]. The digitization of financial services has introduced new fraud risks, requiring innovative, adaptive
fraud detection frameworks to keep pace with these changes.
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The risk of fraud in digital transactions is further influenced by several key factors, including transaction amount, type,
timing, and user behavior. Larger transaction amounts are often associated with higher fraud risks, as they present more
significant targets for cybercriminals [ 13]. Irregularities in transaction amounts, such as deviations from a user's typical
spending patterns, often serve as red flags in fraud detection models [40]. The type of transaction, whether credit card,
e-wallet, or bank transfer, also affects fraud risk, with e-commerce transactions being particularly vulnerable due to
their complexity and the multiple parties involved [41]. Temporal factors, such as transactions occurring during
holidays or late-night hours, further contribute to the likelihood of fraud, as these periods may coincide with lower user
vigilance.

User behavior is another crucial determinant of fraud risk. Deviations from normal, established user behavior can be
indicative of fraudulent activity. Techniques like sequential pattern mining are essential for identifying anomalies and
distinguishing between legitimate and fraudulent transactions [42]. Additionally, user trust in digital payment systems
plays a significant role in their engagement with e-commerce platforms, influencing how they interact with these
services [43]. By leveraging behavioral analytics and machine learning, more proactive fraud detection systems can be
developed that anticipate and identify fraudulent actions more effectively [44]. To address the complexity of fraud in
digital transactions, detection frameworks must consider factors such as transaction amount, type, timing, and user
behavior, continuously adapting to new challenges in the digital financial landscape.

3. Methodology

This study adopts a quantitative approach to explore and analyze transaction data in the context of detecting fraudulent
activities in digital financial systems. The primary objective is to apply machine learning techniques to uncover patterns
and anomalies indicative of fraud, improving the accuracy and efficiency of fraud detection in financial transactions.
Machine learning is chosen for its ability to identify complex, non-linear relationships within large datasets, making it
ideal for detecting fraud, where patterns can be intricate and evolve rapidly. By analyzing historical transaction data,
machine learning models can recognize patterns associated with legitimate and fraudulent transactions, enabling the
development of automated fraud detection systems. Figure 1 illustrates the research design, outlining the steps involved
in data collection, processing, model training and testing, and evaluation for detecting fraudulent activities in digital

financial transactions.

‘ Data Preprocessing

Data Cleaning [ Feature Extraction ] { Splitting the Data J

N

‘ Model Training ‘ [ Model Testing ‘
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Fraud Detection

Figure 1. Research Methodology

3.1. Data Collection

The dataset used in this study consists of transaction records from a digital financial system, which captures essential
features for each transaction. These include the transaction amount, representing the monetary value of each
transaction; the transaction type, which indicates the nature of the transaction, such as purchase, transfer, or withdrawal;
the customer ID, a unique identifier assigned to the customer initiating the transaction; the transaction time, which
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provides a timestamp for when the transaction occurred; and the fraud flag, a binary variable indicating whether the
transaction was fraudulent (1) or not (0). To ensure the data is suitable for analysis, various preprocessing steps are
performed. This includes encoding categorical variables, such as the transaction type, to a numerical format, handling
any missing values that may be present, and scaling numerical features, like the transaction amount, if necessary, to
maintain consistency across the dataset. These preprocessing steps are crucial to preparing the data for effective
analysis using machine learning techniques.

3.2. Data Preprocessing

Before training the Random Forest model, several important preprocessing steps will be performed to ensure that the
dataset is properly prepared for analysis and model training. First, data cleaning will address any missing or corrupt
values in the dataset. Since Random Forest can handle some missing data, imputation techniques, such as filling missing
values with the mean or median for numerical features, will be applied, or records with excessive missing data will be
removed, depending on their impact on the overall dataset. Next, feature extraction will be employed to create new
features that may improve the model's performance. For example, time-based features, like time of day or day of the
week, will be extracted from the transaction timestamp to capture potential patterns related to fraudulent behavior.
Aggregating customer-level data, such as total spending over a set period, will also help capture behavioral trends that
might indicate fraud.

Since Random Forest requires categorical variables like transaction type to be in numerical format, encoding will be
performed using techniques like one-hot encoding, where each category is transformed into a binary column, or label
encoding, which assigns a unique integer to each category. Finally, while Random Forest is less sensitive to the scale
of features compared to other algorithms, data scaling will be applied to numerical features like transaction amounts to
ensure that all features are on a comparable scale. This step is particularly important if the model is later combined
with other algorithms or used in hybrid models, as it helps prevent outliers from unduly influencing the results. These
preprocessing steps will ensure that the dataset is clean, well-structured, and optimized for Random Forest training,
allowing the model to effectively identify fraudulent transactions.

3.3. Machine Learning Model

In this study, we focus exclusively on using the Random Forest algorithm to detect fraudulent transactions. Random
Forest is an ensemble learning method that builds multiple decision trees and outputs the most frequent class (fraudulent
or non-fraudulent) from these trees. This approach is particularly effective for complex datasets with many features, as
it captures non-linear relationships and interactions between variables. Recognized for its high accuracy, Random
Forest has been shown to achieve an accuracy rate of 98% in mobile money transaction fraud detection, outperforming
traditional methods [45]. Additionally, research on a Bayesian-optimized Random Forest classifier demonstrates its
ability to efficiently analyze large transaction datasets and identify subtle fraudulent patterns [46].

Random Forest is well-suited for transaction data, as it can handle both numerical and categorical features, such as
transaction amounts, types, and customer behavior indicators. One of the key strengths of this model is its ability to
reduce overfitting compared to individual decision trees by averaging predictions from multiple trees. This leads to a
more stable and reliable classification model, which is crucial for detecting fraud, where patterns can be subtle or
variable. To optimize the Random Forest model for fraud detection, several key parameters can be adjusted to control
the model’s complexity and performance. Table 1 presents an overview of these essential parameters, along with their
descriptions and typical values.

Table 1. Random Forest Parameter

Parameter Description Typical Values
. The number of decision trees to build in the forest. A higher number improves 100, 200, 500,
n_estimators . . .
- performance but increases computation time. 1000
max_depth The maximum depth of each decision tree. Limits how deep the tree can grow. A None (no limit),
—aep higher depth can lead to overfitting. 10, 20, 30

The minimum number of samples required to split an internal node. Higher values

min_samples_split prevent overfitting.

2,5,10
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The minimum number of samples required at a leaf node. Higher values lead to
simpler trees and prevent overfitting.
The number of features to consider when looking for the best split. Fewer features ~ "auto", "sqrt",

min_samples_leaf 1,2,5

max_features

can reduce overfitting. "log2"
Controls the randomness of the model’s initialization to ensure reproducibility of ~ Any integer (e.g.,
random_state results )

3.4.Model Training and Evaluation

The performance of the Random Forest model will be evaluated using several key metrics, including accuracy,
precision, recall, F1-score, and AUC-ROC. Accuracy represents the proportion of correctly classified transactions (both
fraudulent and non-fraudulent) out of all transactions, calculated as the sum of true positives (fraudulent transactions
correctly identified) and true negatives (non-fraudulent transactions correctly identified) divided by the total number
of transactions. It is calculated as:

TP+TN (1)

Accuracy = ——
y TP+TN+FP+FN

Precision measures the proportion of true positives among all transactions predicted as fraudulent by the model, which
is particularly important when the cost of false positives is high. Precision is calculated as:

TP
TP+FP @)

Precision =

Recall, or sensitivity, calculates the proportion of true positives among all actual fraudulent transactions, emphasizing
the identification of as many fraudulent transactions as possible. It is given by:

TP
TP+FN 3)

Recall =

The F1-score is the harmonic mean of precision and recall, providing a balanced measure of the model’s performance,
especially when dealing with imbalanced datasets. The F1-score is calculated as:

F1— Score = 2 Preci.si'on XRecall (4)
Precision+Recall
Finally, the AUC-ROC curve assesses the model’s ability to distinguish between fraudulent and non-fraudulent
transactions by plotting the true positive rate (recall) against the false positive rate. A higher AUC value indicates better

performance, with a value closer to 1 signifying a highly effective model. The ROC curve is generated by plotting:

i VS False Positive Rate = FP
TP+FN FP+TN %)

True Positive Raate =

To evaluate the model’s performance further, a confusion matrix will be generated to visualize the key components:
true positives, false positives, true negatives, and false negatives. This matrix provides a clear picture of how well the
model distinguishes between fraudulent and non-fraudulent transactions. Additionally, the ROC curve will be plotted
to analyze the trade-off between sensitivity (true positive rate) and specificity (1 - false positive rate) at different
decision thresholds. The AUC value, derived from the ROC curve, offers an aggregate measure of the model’s
discriminatory power. Along with evaluating overall performance, we will assess the feature importance in the Random
Forest model, which helps identify the key factors influencing fraud detection, such as transaction amount, transaction
type, and customer behavior. This analysis will improve model interpretation and highlight the most critical variables
for detecting fraudulent activities. Understanding these features can guide future model improvements and assist
financial institutions in focusing their efforts on the most significant factors to prevent fraud.

4. Results and Discussion

4.1. Result

Figure 2 highlights the key factors contributing to fraudulent transactions in the machine learning model. The
transaction amount emerges as the most significant feature, with a feature importance score close to 0.8. This indicates
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that the model heavily relies on the transaction amount to identify fraudulent transactions, as large or unusual
transaction amounts are often indicative of fraud. Transaction type (Transfer) also plays an important role in fraud
detection, with a feature importance score of around 0.2, suggesting that transfers are more likely to be flagged as
fraudulent compared to other types of transactions. In contrast, transaction type (Withdrawal) has the lowest feature
importance, indicating that it contributes less to the model's decision-making process. Overall, the analysis highlights
that the most critical factors in detecting fraud are the transaction amount and transaction type (Transfer), while
Withdrawals have less impact on fraud detection. This insight can help refine fraud detection systems by prioritizing
these key features.

transaction_type_Withdrawal

transaction_type_Transfer

amount

0.0 o1 0.2 03 04 0.5 0.6 07 08
Feature Importance

Figure 2. Feature Importance for Fraud Detection

Figure 3 presents the distribution of transaction amounts for both Fraud and Non-Fraud transactions. The chart reveals
that fraudulent transactions (red bars) show a distinct peak around the 2.000 transaction amount, suggesting that most
fraudulent activities occur in this range. The density plot for fraudulent transactions (red curve) indicates a higher
concentration of transactions in the lower to mid-range amounts, with a sharp decline as the transaction amount
increases beyond 5,000. In contrast, non-fraudulent transactions (blue bars) exhibit a more evenly distributed pattern
across various transaction amounts, with notable concentrations in the 1,000 to 2,000 range, similar to fraudulent
transactions. The density plot for non-fraudulent transactions (blue curve) is more spread out, signifying that non-
fraudulent transactions occur across a wider range of amounts. This analysis highlights how fraud tends to cluster
around specific amounts while non-fraudulent transactions are more diverse, offering insights into patterns that can
help detect fraudulent activities in financial systems.

= Non-Fraud
0.0007 3 Fraud

0.0006 -

0.0005

0.0004 4

Density

0.0003 4

0.0002 4
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Transaction Amount
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Figure 3. Transaction Amount Distribution for Fraud vs Non-fraud

Table 2 provides several important metrics for evaluating its performance. Precision measures the accuracy of positive
predictions. For fraudulent (0) transactions, the model achieves perfect precision (1.00), meaning all predicted
fraudulent transactions were correct. For non-fraudulent (1) transactions, the precision is 0.88, indicating that 88% of
the transactions predicted as non-fraudulent were indeed non-fraudulent. Recall, which evaluates the model's ability to
correctly identify all actual positive instances, is 0.92 for fraudulent (0) transactions, meaning 92% of actual fraudulent



International Journal for Applied Information Management ISSN 2776-8007
Vol. 4, No. 3, September 2024, pp. 154-166 161

transactions were identified correctly. For non-fraudulent (1) transactions, recall is 1.00, showing that all actual non-
fraudulent transactions were correctly identified.

The F1-Score, which balances precision and recall, gives a comprehensive view of the model’s performance. The
fraudulent (0) class has an F1-score of 0.96, while the non-fraudulent (1) class has an F1-score of 0.93, indicating
strong performance in both classes. Accuracy, representing the overall proportion of correct predictions, is 0.95,
meaning 95% of all transactions were classified correctly. The Macro Average and Weighted Average provide further
insights into the model’s performance across all classes. The Macro Average treats each class equally, yielding an
average Fl-score of 0.95, while the Weighted Average takes into account the distribution of classes, resulting in a
slightly adjusted F1-score of 0.95, reflecting a balanced performance across both classes.

Table 2. Classification Report for Fraud Detection Model

Class Precision Recall F1-Score
Fraudulent (0) 1.00 0.92 0.96
Non-Fraudulent (1) 0.88 1.00 0.93
Accuracy 0.95
Macro Avg 0.94 0.96 0.95
Weighted Avg 0.96 0.95 0.95

Figure 4 displays the confusion matrix for the fraud detection model, providing a clear picture of its performance. The
matrix shows that the model correctly identified 7 fraudulent transactions as fraud (True Positives, TP) and 12 non-
fraudulent transactions as non-fraud (True Negatives, TN). The model also misclassified 1 non-fraudulent transaction
as fraudulent (False Positive, FP), but it did not miss any fraudulent transactions, as indicated by the 0 false negatives
(FN). This suggests that the model performs effectively, accurately identifying fraudulent transactions without
overlooking any and only making a minimal error by incorrectly labeling a legitimate transaction as fraud. The overall
performance of the model appears strong, with a low rate of misclassification, which is critical for ensuring the accuracy
and reliability of fraud detection in financial systems.

Confusion Matrix
12

Actual
Non-Fraud

Fraud
|

|
Non-Fraud Fraud
Predicted

Figure 4. Confusion Matrix for Fraud Detection Model

Figure 5 displays the Receiver Operating Characteristic (ROC) Curve for the fraud detection model, illustrating the
trade-off between the True Positive Rate (TPR) and False Positive Rate (FPR). The AUC (Area Under the Curve) score
is 0.98, which indicates that the model has excellent performance in distinguishing between fraudulent and non-
fraudulent transactions. A value close to 1 for AUC suggests that the model is highly effective, with a very low
likelihood of misclassifying fraud as non-fraud and vice versa. The sharp rise in the curve to a high true positive rate
without significant increases in the false positive rate shows that the model can effectively detect fraud with minimal
errors. The dashed line represents the baseline model, where the AUC is 0.5, indicating random guessing. Since the
ROC curve significantly outperforms this baseline, the model demonstrates strong discriminatory power. This suggests
that the fraud detection model is well-calibrated and able to provide reliable predictions.
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ROC Curve
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Figure 5. ROC Curve for Fraud Detection Model

4.2. Discussion

The findings from the fraud detection model, as illustrated in Figure 2 and Figure 3, align with the growing body of
research on identifying key factors in fraudulent transactions. Transaction amount was found to be the most important
feature, with a high feature importance score of 0.8, which emphasizes the significant role transaction value plays in
fraud detection. Larger or unusual transaction amounts are often indicative of fraudulent activities, which corroborates
findings from previous studies, such as Shi [13], who noted that high-value transactions are attractive targets for fraud.
The transaction type (Transfer) also proved to be important, with a score of 0.2, suggesting that transfers are more
likely to be fraudulent compared to other types of transactions, such as Withdrawals. This aligns with findings by
Alharbi et al. [41], who highlighted the vulnerability of transfer transactions in e-commerce systems.

The distribution of transaction amounts, shown in Figure 3, further supports these insights. Fraudulent transactions
were found to concentrate around 2,000, while non-fraudulent transactions displayed a broader distribution across
various amounts. This reinforces the conclusion that fraudulent transactions tend to cluster around specific values,
while legitimate transactions are more diverse, as noted by [40]. The findings emphasize that understanding these
patterns can help improve fraud detection systems by focusing on transaction amount and type, two of the most critical
features identified by the model.

The classification report in Table 2 shows strong model performance with an accuracy of 95%, precision of 1.00 for
fraudulent transactions, and recall of 1.00 for non-fraudulent transactions. These results suggest that the model is
effective at both identifying fraudulent transactions and avoiding misclassifications of legitimate ones. The high F1-
score for both classes (0.96 for fraudulent and 0.93 for non-fraudulent) indicates a well-balanced model that minimizes
both false positives and false negatives, as also discussed by previous research on machine learning's potential in fraud
detection [26].

The confusion matrix in Figure 4 confirms the model's effectiveness, with only one false positive and no false negatives.
This low error rate is crucial for ensuring the reliability and trustworthiness of the system, especially in real-world
applications where misclassifying fraudulent transactions as non-fraudulent can lead to significant financial losses. The
ROC curve in Figure 5, with an AUC of 0.98, further solidifies the model’s strong discriminatory power, demonstrating
its ability to distinguish between fraudulent and non-fraudulent transactions with high accuracy. This result is consistent
with findings from Kumar & Singh [34] and Mgadi et al. [35]S, who highlighted the effectiveness of machine learning
models like Random Forest in fraud detection.

This study suggests that machine learning models, particularly Random Forest, are highly effective in detecting
fraudulent transactions within digital payment systems. The model’s reliance on features like transaction amount and
transaction type provides important insights for financial institutions. By focusing on these key features, fraud detection
systems can be further optimized to minimize false positives and improve the identification of fraudulent activities.
These results also highlight the importance of integrating real-time data analysis to maintain high performance in
dynamic and complex financial environments.
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The research contributes to the body of knowledge on fraud detection by demonstrating the power of Random Forest
for financial fraud detection, particularly in digital payment systems. It highlights the importance of specific features
such as transaction amount and type in identifying fraud and provides practical insights for improving fraud detection
models in real-world applications. The model’s strong performance, backed by metrics such as precision, recall, and
AUC, reinforces the potential of machine learning for enhancing financial security.

Despite its promising results, this study has several limitations. First, the dataset used may not fully represent the
diversity of transactions in all digital financial systems, potentially limiting the model’s generalizability to different
types of fraud. Additionally, while the model demonstrates strong performance, the accuracy and reliability of fraud
detection could be further enhanced by incorporating more features, such as user behavior and historical transaction
patterns, which were not explored in this study. Future research could also look into integrating deep learning
techniques or hybrid models to improve the identification of complex fraud patterns and adapt to evolving fraudulent
tactics. Furthermore, the model’s performance might vary with different datasets, and its applicability in larger, real-
time environments needs further evaluation.

In conclusion, this study provides valuable insights into the factors influencing fraud detection and demonstrates the
efficacy of machine learning models like Random Forest. By considering the transaction amount and transaction type,
financial institutions can enhance their fraud detection frameworks, though continuous improvement and adaptation
are necessary to keep pace with emerging threats in digital transactions.

5. Conclusion

This study provides valuable insights into the factors influencing fraud detection in digital financial systems and
demonstrates the effectiveness of machine learning models like Random Forest. The model’s reliance on critical
features, such as transaction amount and transaction type (Transfer), underscores the importance of focusing on these
variables for more accurate fraud detection. The strong model performance, backed by high accuracy of 95%, precision
of 1.00 for fraudulent transactions, and recall of 1.00 for non-fraudulent transactions, highlights the potential of
Random Forest to distinguish between fraudulent and non-fraudulent transactions. The model achieved an impressive
AUC score of 0.98, indicating excellent discrimination between fraud and non-fraud cases, which suggests that the
model performs with high reliability. This signifies that the model is highly effective in real-world applications,
providing a promising tool for fraud detection in digital financial systems. However, continuous refinement and
adaptation of fraud detection systems are necessary to stay ahead of evolving fraud tactics. This research contributes
to the growing field of fraud detection by showing the power of machine learning in digital financial systems and
suggesting that further improvements, such as incorporating more behavioral features and exploring hybrid models,
could enhance performance even further. Although the model demonstrated robust results, future work should consider
real-world challenges such as dataset variability and the need for real-time fraud detection in complex financial
environments.
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