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Abstract 

This paper is concerned with the cross-functional coordination of certain internal and external processes in a supply chain to 
balance supply with customer demand. Activities need to be synchronized in order to avoid issues such as delays in delivery and 
unnecessary inventory of raw material or of finished products. This can be achieved by integrating the purchasing, logistics, and 
production processes together. We propose a dynamic model and employ optimal control theory to obtain the optimal raw material 
supply rate, the optimal transfer rate of the raw material for production, and the optimal production rate. Some managerial insights 
are obtained through numerical examples and sensitivity analyses. Among the insights gained is that the approach is well suited 
for medium to long range planning horizon, when raw material and end product deterioration are high, and when the initial gaps 
between the inventory levels and their respective goals are the smallest. 
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1. Introduction 
Effective supply chain management requires close coordination of the processes within the firm, the processes between 
the firm and its suppliers, and the processes between the firm and its customers. Synchronization is essential to achieve 
smooth flow of services, materials, and information through the supply chain to best balance supply with customer 
demand.  

The supplier relationship process is the core process that provides the organizational structure needed to improve 
supplier coordination. Employees in the supplier relationship process choose the companies that will provide the firm 
with services, products, and information, as well as enable the prompt and effective flow of these supplies. Working 
efficiently with suppliers can significantly increase the value of the company's services or goods. 

Until the late 80s, manufacturers maintained a distant relationship with their suppliers. Tang [1] examines the 
underlying reasons for the changes in the suppliers-firms relationship during the late 80s and early 90s, while Spekman 
and Carraway [2] suggest a framework that encapsulates the factors essential to the transition process. Demonstration 
of the importance of integrating the logistics, production, and purchasing processes together led to the strengthening 
of the supplier-buyer relationship through supplier relationship management (SRM). Cox et al. [3] describe 
inappropriate supplier-buyer relationships in six different cases, while Corsten et al. [4] describe some positive 
collaborations. Autry and Golicic [5] argue that the buyer-supplier relationship tends to self-correct. 

The supplier-buyer collaboration has been studied extensively, from different perspectives. Mahama [6] and Lindgren 
and Bernhardsson [7] investigate the factors that affect or lead to an efficient relationship between the supplier and the 
firm. Oghazi et al. [8] identify the potential obstacles to the SRM integration and provide suggestions to overcome 
these barriers. Vanpoucke et al. [9] examine how firms develop successful relationships and effective management 
practices for long-term relationships. Forkmann et al. [10] study the capabilities underlying SRM, while Mitrega [11] 
deals with networking capability in supplier relationships and its impact on product innovation and firm performance. 
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Villena et al. [12] consider the "dark side" of social capital in SRM. The effect of new technology on SRM is considered 
by Obal and Lancioni [13] and Scuotto et al. [14]. Leppelt et al. [15] deal with sustainable SRM. Hallikas et al. [16] 
explore risk management in buyer-supplier relationships. Mettler and Rohner [17] deals the SRM in the little explored 
field of health care. Paasi et al. [18] is concerned with the intellectual property management in customer-supplier 
relationships. 

Most of the research mentioned are qualitative, and different qualitative techniques are used by the various researchers. 
For example, Lambert [19] formed focus group to identify the subprocesses of SRM at the strategic and operational 
levels. Quantitative techniques that assist in the decision-making process are much less present. Among the latest 
research, we cite the analytical hierarchy process used by Ounnar et al. [20] for the selection and evaluation of suppliers. 
The hierarchical multivariate regression and semi-partial correlation analyses are employed by Liu et al. [21] to 
investigate the different roles mechanisms have in improving relationship performance. Narasimhan et al. [22] use a 
game-theoretic model to examine conjectures related to a relationship between a buyer and a supplier that is 
characterized by lock-in situations. Anggrahini [23] implement clustering tools of data analytics to determine supplier 
classification. Nair et al. [24] combine an analytical approach with a behavioral experiment for a joint examination of 
the competitive and cooperative relationship between a buyer and a supplier. Finally, use of intelligent systems to select 
suppliers is discussed by Choy et al. [25,26]. 

Our interest is in the application of optimal control theory to SRM. Again, research in this area is very limited. The 
latest research include Laumanns and Lefeber [27], Lee [28], Song [29], and Kappelman and Sinha [30].  Of these 
papers, Song's model may be the closest to ours. However, Song assumes exponential manufacturing times and Poisson 
customer demand. 

 We consider in this paper a manufacturing system that produces a single item. There are two stocks. The first stock is 
for the raw material acquired from suppliers. The second stock is for the finished goods produced by the firm. Three 
control variables are sought in order to optimize the operations of the supply chain. The sourcing process is interested 
in the optimal supply rate. The material handling process is interested in the optimal transfer rate of the raw material 
for production, and operations are interested in the optimal production rate of finished goods. 

We assume that the demand for finished goods is a general function of time. We also assume that raw material and 
finished goods are subject to deterioration while on the shelves. Finally we assume that the system is of the tracking 
type, where targets are set for the different variables, and the firm aims at meeting those targets. We use the maximum 
principle of optimal control theory to study this system. We consider two models: one where the firm adopts a 
continuous-review policy and one where it adopts a periodic-review policy. 

The problem under a continuous-review policy is analyzed in Section 2 and the problem under a periodic-review policy 
is analyzed in Section 3. Both sections contain numerical examples and sensitivity analysis to assess the effect of some 
system parameters on the optimal solution. A conclusion section ends the paper. 

2. Literature Review 
The two most common independent demand inventory control systems are the continuous review system and the 
periodic review system. A continuous review system tracks the remaining inventory of an SKU every time a withdrawal 
is made, to determine whether it is time to reorder. Continuous reviews are now easy to implement thanks to the 
development of computers and computerized cash registers connected to inventory data. A decision is made on the 
inventory position of an SKU at every review. A fresh order is triggered by the system if it determines that it is too low 
[31]. 
 
Consider a manufacturing plant producing a single item. There are two stocks, one for the raw material and one for the 
finished product, as shown in Figure 1. The notation in this paper uses the subscript " 𝑆 " for variables related to the 
first (supply) stock and the subscript " 𝑃 " for the variables related to the second (production) stock. 
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Figure. 1. Supply chain coordination 

The stocks are reviewed continuously. Denote the firm's planning horizon by [0, 𝑇]. The inventory levels in each stock, 
during the planning horizon at time 𝑡, are denoted by 𝐼!(𝑡) and 𝐼"(𝑡), respectively. In terms of optimal control, 𝐼!(𝑡) 
and 𝐼"(𝑡) are state variables. At any time 𝑡, the control variables are the raw material supply rate 𝑆(𝑡), the raw material 
transfer rate 𝑀(𝑡), and the finished goods production rate 𝑃(𝑡). The variations of the first stock are governed by the 
following state equation: 

#$!(&)
#&

= 𝑆(𝑡) − 𝑀(𝑡) − 𝜃!𝐼!(𝑡), 𝐼!(0) = 𝐼!0                                                     (1) 
where 𝐼!(0) is the initial inventory level of raw material, and 𝜃!(𝑡) is their deterioration rate. The variations of the 
second sock are governed by the following state equation: 

             #$"(&)
#&

= 𝑃(𝑡) − 𝐷(𝑡) − 𝜃"𝐼"(𝑡), 𝐼"(0) = 𝐼"0 .                                                   (2)                                
where 𝐼"(0) is the initial inventory level of finished goods, 𝜃!(𝑡) is their deterioration rate, and 𝐷(𝑡) is the dynamic 
demand rate at time 𝑡. 
We assume that the model is of the tracking type. Targets are assigned to each state and control variable and the firm 
seeks to minimize the gap 𝛥𝑓(𝑡) between each variable 𝑓(𝑡) and its target 𝑓ˆ(𝑡). Denoting for 𝑖 = 1,2 by 𝑞( , 𝑟(, and 𝑐( 
the penalties associated with the deviations, the objective function to minimize is 

                      𝐽 = 1
2∫

)
0   :∥ 𝑥(𝑡) ∥*2 +∥ 𝑢(𝑡) ∥+2 ?𝑑𝑡 +

1
2
∥ 𝑥(𝑇) ∥,2 ,                                           (3) 

where the state and control vectors are given by 
𝑥(𝑡) = [𝛥𝐼!(𝑡)	𝛥𝐼"(𝑡)	], 𝑢(𝑡) = [𝛥𝑆(𝑡)	𝛥𝑀(𝑡)	𝛥𝑃(𝑡)	], 𝑥0 = [𝛥𝐼!(0)	𝛥𝐼"(0)	], 

and 
𝑄 = [𝑞1	0	0	𝑞2	], 𝑅 = [𝑟1	0	0	0	𝑟2	0	0	0	𝑟3	], 𝐶 = [𝑐1	0	0	𝑐2	] 

The variations of the state variables are rewritten in matrix notation as 
𝑑𝑥(𝑡)
𝑑𝑡

= 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡), 𝑥(0) = 𝑥0 

where 
𝐴 = [−𝜃!	0	0	 − 𝜃"	], 𝐵 = [1	 − 1	0	0	0	1	] 

Introduce the Hamiltonian 

𝐻 = −
1
2
:∥ 𝑥(𝑡) ∥*2 +∥ 𝑢(𝑡) ∥+2 ? + 𝛬(𝑡)-[𝐴𝑥(𝑡) + 𝐵𝑢(𝑡)] 

where 𝛬(𝑡) = [𝜆1(𝑡)	𝜆2(𝑡)	]- is the co-state vector. The necessary optimality conditions 

𝐻.(&) = 0, 𝐻/(&) = −
𝑑
𝑑𝑡
𝛬(𝑡), 

are equivalent to the differential system 
𝑑
𝑑𝑡
𝑍(𝑡) = 𝛷𝑍(𝑡) 

where 𝑍(𝑡) = [𝑥(𝑡)	𝛬(𝑡)	]- and 𝛷 = :𝐴	𝐵𝑅01𝐵-	𝑄	 − 𝐴-	?. The solution of this differential system has the following 
form 

𝑍(𝑡) = 𝜑(𝑡)𝑍(0). 

The matrix 𝜑(𝑡) can be found from 
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𝜑(𝑡) =M
4

(11

 𝑉(: , 𝑖)𝑊(𝑖, : )𝑒2#& 

where 𝑚( , 𝑖 = 1, ⋯ ,4 denote the eigenvalues of the matrix 𝛷 and are given by 

𝑚1 = T334"2562
33

, 					𝑚2 = T31324!
25613156132
3132

, 				𝑚3 = −𝑚1, 				𝑚4 = −𝑚2. 

Also, 𝑉 denotes the matrix whose columns are the corresponding eigenvectors and is given by 
 

𝑉 = [0	𝑣2	0	𝑣4	𝑣1	0	𝑣3	0	0	1	0	1	1	0	1	0	] 

where 

	𝑣1 =
1
𝑞2
VW
𝑟3𝜃"2 + 𝑞2

𝑟3
− 𝜃"X 

𝑣2 =
1
𝑞1
VW
𝑟1𝑟2𝜃!2 + 𝑞1𝑟1 + 𝑞1𝑟2

𝑟1𝑟2
− 𝜃!X 

𝑣3 = −
1
𝑞2
VW
𝑟3𝜃"2 + 𝑞2

𝑟3
+ 𝜃"X 

	𝑣4 = −
1
𝑞1
VW
𝑟1𝑟2𝜃!2 + 𝑞1𝑟1 + 𝑞1𝑟2

𝑟1𝑟2
+ 𝜃!X 

The matrix 𝑊 is the inverse of the matrix 𝑉 and is given by 
 

𝑊 = [0	𝑤3	0	𝑤7	𝑤1	0	𝑤5	0	0	𝑤4	0	𝑤8	𝑤2	0	𝑤6	0	] 

where 

	𝑤1 = 𝑞1W
𝑟1𝑟2

2Z𝑟1𝑟2𝜃!2 + 𝑞1𝑟1 + 𝑞1𝑟2[
, 

𝑤2 = −𝑤1		𝑤3 = 𝑞2W
𝑟3

2Z𝑟3𝜃"2 + 𝑞2[
, 

	𝑤4 = −𝑤3		𝑤5 =
T𝑟1𝑟2𝜃!2 + 𝑞1𝑟1 + 𝑞1𝑟2 +√𝑟1𝑟2𝜃!

T2Z𝑟1𝑟2𝜃!2 + 𝑞1𝑟1 + 𝑞1𝑟2[
, 

𝑤6 =
T𝑟1𝑟2𝜃!2 + 𝑞1𝑟1 + 𝑞1𝑟2 −√𝑟1𝑟2𝜃!

T2Z𝑟1𝑟2𝜃!2 + 𝑞1𝑟1 + 𝑞1𝑟2[
, 
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𝑤7 =
]𝑟3𝜃" +T𝑟3𝜃"2 + 𝑞2

T2Z𝑟3𝜃"2 + 𝑞2[
, 

𝑤8 = −
]𝑟3𝜃" −T𝑟3𝜃"2 + 𝑞2

T2Z𝑟3𝜃"2 + 𝑞2[
. 

The matrix 𝜑(𝑡) is partitioned into 4 submatrices as follows: 
 

𝜑(𝑡) = [𝜑1(𝑡) 	 ∣ 	𝜑2(𝑡) 	−	−	−	𝜑3(𝑡) 	 ∣ 	𝜑4(𝑡)	], 

where 
	𝜑1(𝑡) = [𝜑11(𝑡)	0	0	𝜑22(𝑡)	], 𝜑3(𝑡) = [𝜑13(𝑡)	0	0	𝜑24(𝑡)	]		 

𝜑2(𝑡) = [𝜑31(𝑡)	0	0	𝜑42(𝑡)	], 𝜑4(𝑡) = [𝜑33(𝑡)	0	0	𝜑44(𝑡)	] 

with 
	𝜑11(𝑡) = 𝑣2𝑤1𝑒22& + 𝑣4𝑤2𝑒24& 

𝜑13(𝑡) = 𝑣2𝑤5𝑒22& + 𝑣4𝑤5𝑒24& 

𝜑22(𝑡) = 𝑣1𝑤3𝑒21& + 𝑣3𝑤4𝑒23&	 

𝜑24(𝑡) = 𝑣1𝑤7𝑒21& + 𝑣3𝑤8𝑒23& 

𝜑31(𝑡) = 𝑤1𝑒22& +𝑤2𝑒24& 

𝜑33(𝑡) = 𝑤5𝑒22& +𝑤6𝑒24& 

𝜑42(𝑡) = 𝑤3𝑒21& +𝑤4𝑒23& 

𝜑44(𝑡) = 𝑤7𝑒21& +𝑤8𝑒23& 

To determine 𝑍(0) = [𝑥(0)	𝛬(0)	]-, we note that 𝑥(0) is given, while 𝛬(0) can be found from the transversality 
condition 𝛬(𝑇) = 𝐶𝑥(𝑇). We find 

𝛬(0) = [𝐶𝜑2(𝑇) − 𝜑4(𝑇)]01[𝜑3(𝑇) − 𝐶𝜑1(𝑇)]𝑥(0). 

Carrying out the calculations, we find the optimal state variables: 

{𝛥𝐼!(𝑡) 		= `𝜑11(𝑡) +
𝜑13(𝑇) − 𝑐1𝜑11(𝑇)
𝑐1𝜑31(𝑇) − 𝜑33(𝑇)

𝜑31(𝑡)a 𝑥1(0), 𝛥𝐼"(𝑡) 		= `𝜑22(𝑡) +
𝜑24(𝑇) − 𝑐2𝜑22(𝑇)
𝑐2𝜑42(𝑇) − 𝜑44(𝑇)

𝜑42(𝑡)a 𝑥2(0),	 
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the optimal co-state variables: 

{𝜆1(𝑡) = `𝜑13(𝑡) +
𝜑13(𝑇) − 𝑐1𝜑11(𝑇)
𝑐1𝜑31(𝑇) − 𝜑33(𝑇)

𝜑33(𝑡)a 𝑥1(0)	𝜆2(𝑡) = `𝜑24(𝑡) +
𝜑24(𝑇) − 𝑐2𝜑22(𝑇)
𝑐2𝜑42(𝑇) − 𝜑44(𝑇)

𝜑44(𝑡)a 𝑥2(0)	 

Numerical Example. Consider a manufacturing firm, at time 𝑡 = 0, it wants to determine the optimal raw material 
supply rate 𝑆(𝑡), the optimal raw material transfer rate 𝑀(𝑡), and the finished goods production rate 𝑃(𝑡) for the next 
year (12 months). Assume the data are as shown in Table 1. Implementing the results of this section has all the 
deviations tend to zero as shown in Figure 2. This means that each state variable and each control variable tend to its 
goal by the end of the planning horizon, as desired. The cost of this strategy is found to be 𝐽 = 199.92. 
 

Table. 1. Data for numerical example 

Parameter Value 

Length of planning horizon 𝑇 = 12 

Penalties 𝑞1 = 3, 𝑞2 = 2, 𝑟1 = 5, 𝑟2 = 7, 𝑟3 = 10, 𝑐1 = 10, 𝑐2 = 20 

Deterioration rates 𝜃! = 0.01, 𝜃" = 0.02 

Initial inventory levels 𝑥(0) = :𝛥𝐼!0 = 10, 𝛥𝐼"0 = 5?
- 

 
A sensitivity analysis on some of the parameters brings insight into the performance of the system. Keeping the base 
values as in Table 1 we varied the length of the planning horizon to obtain the graph in Figure 3. Initially the cost is 
very high at 1223. However, very fast it decreases by the first month to remain fairly constant at 199.92. This means 
that the method does not work well for the very short term and should be used for medium to long term. 
 
 

 

Figure. 2. Optimal state variables (left) and control variables (right) 
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Figure. 3. Sensitivity to length of planning horizon 

Another analysis was to explore the effect of the deterioration rates on the optimal objective function value. Varying 
these parameters from 0.1 to 0.9 by increments of 0.1 resulted in Figure 4 (left). We note that as the deterioration rate 
of the raw material, or the deterioration of the finished product on the shelves, or both increase, the objective function 
decreases. 

 

Figure. 4. Sensitivity to deterioration rates (left) and initial conditions (right) 

The maximum value of the objective function is 178.8 when 𝜃! = 𝜃" = 0.1 and the minimum value is 79.61 when 
𝜃! = 𝜃" = 0.9. The reason for this behaviour is that when the material or the product deteriorate faster, the different 
variables have to reach their goals faster to mitigate the losses. The gaps are reduced faster and this, in turn, leads to a 
lower cost. 
Finally, we evaluated the effect of the initial conditions on the optimal objective function value. The initial gaps 𝛥𝐼!0 
and 𝛥𝐼"0  were varied from 3 to 30 by increments of 3 and the results are depicted in Figure 4 (right). We observe that 
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the optimal objective function value increases as either 𝛥𝐼!0 or 𝛥𝐼"0  or both increase. The maximum value of the objective 
function is 3243 when 𝛥𝐼!0 = 𝛥𝐼"0 = 30 and the minimum value of the objective function is 32.43 when 𝛥𝐼!0 = 𝛥𝐼"0 =
3. The reason for this is that when the initial gaps are small, the variables reach their goals right away. And as the gaps 
grow wider, it takes more time for the variables to reach their goals, which increases cost. 

3. Methodology 
An alternative to the continuous review control system is the periodic review system, in which an item’s inventory 
position is reviewed periodically rather than continuously. Each review concludes with a new order. An illustration of 
a periodic review method is a soft drink provider visiting grocery stores once a week. The supplier checks the store's 
soft drink inventory every week and replenishes it with enough products to meet demand until the following week [31]. 

We consider in this section the same model as in the previous one. However, we assume now that the stocks are 
reviewed periodically instead of continuously. We also use the same notation, with the difference that the variables are 
now observed at the end of a period 𝑘 instead of at any time 𝑡. Let 𝑁 > 0 represent the number of periods in the 
planning horizon [0, 𝐻]. Then, for 𝑘 = 0, ⋯ , 𝑁 − 1, equations equivalent to (1) and (2) are used to describe the 
variations of the inventory levels in the stocks as follows: 

𝐼!(𝑘 + 1) = 𝑆(𝑘) − 𝑀(𝑘) + (1− 𝜃!)𝐼!(𝑘), 𝐼!(0) = 𝐼!0                                         (5) 
and 

																																					𝐼"(𝑘 + 1) = 𝑃(𝑘) − 𝐷(𝑘) + (1− 𝜃")𝐼"(𝑘), 𝐼"(0) = 𝐼"0 .             
𝐼"(𝑘 + 1) = 𝑃(𝑘) − 𝐷(𝑘) + (1− 𝜃")𝐼"(𝑘), 𝐼"(0) = 𝐼"0 .                                      (6) 

Let the state and control vectors be given by 
𝑥(𝑘) = [𝛥𝐼!(𝑘)	𝛥𝐼"(𝑘)	], 𝑢(𝑘) = [𝛥𝑆(𝑘)	𝛥𝑀(𝑘)	𝛥𝑃(𝑘)	], 𝑥(0) = [𝛥𝐼!(0)	𝛥𝐼"(𝑘)	] 

As in the continuous-review case, the model can be written in matrix form 
																																𝐽 = 1

2
∑7810   :∥ 𝑥(𝑘) ∥*2 +∥ 𝑢(𝑘) ∥+2 ? +

1
2
∥ 𝑥(𝑁 + 1) ∥,2 ,	     

𝐽 = 1
2
∑7810   :∥ 𝑥(𝑘) ∥*2 +∥ 𝑢(𝑘) ∥+2 ? +

1
2
∥ 𝑥(𝑁 + 1) ∥,2 ,	                                    (7) 

subject to 
                         𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘), 𝑥(0) = 𝑥0 − 𝐼ˆ!0 ,                                               (8) 

where 
𝑄 = [𝑞1	0	0	𝑞2	], 𝑅 = [𝑟1	0	0	0	𝑟2	0	0	0	𝑟3	], 𝐶 = [𝑐1	0	0	𝑐2	] 

and 
𝐴 = [1− 𝜃!	0	0	1− 𝜃"	], 𝐵 = [1	 − 1	0	0	0	1	] 
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Introduce the Lagrangian  
𝐿(𝑢, 𝑥, 𝜆, 𝑘) = 	 1

2
∥ 𝑥(𝑁 + 1) ∥,2+∑7810   1

2
+ 𝛬(𝑘 + 1))[−𝑥(𝑘 + 1) + 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘)].		                             (9) 

where 𝛬(𝑘) = [𝜆1(𝑘)	𝜆2(𝑘)	]- is the vector of Lagrange multipliers. The necessary optimality conditions 
                                         9:(.,/,<,8)

9.(8)
= 0, 9:(.,/,<,8)

9/(8)
= 0,                                                        (10)                                           

yield the discrete Ricatti equation: 
																																								𝑆(𝑘) = 𝑄 + 𝐴)𝑆(𝑘 + 1)𝐴 − 𝐴)𝑆(𝑘 + 1)𝐵𝑉(𝑘 + 1).                                      (11) 

       
where the diagonal matrix 𝑆(𝑘) has all positive entries and the matrix 𝑉(𝑘) is given by 

                    𝑉(𝑘 + 1) = 𝑅01:1+ 𝑅01𝐵)𝑆(𝑘 + 1)𝐵?01𝐵)𝑆(𝑘 + 1)𝐴.                                   (12)                     
Here 1 denotes the 3 × 3 identity matrix. The Riccati equation is solved backwards using the final condition 

                                                               𝑆(𝑁 + 1) = 𝐶.                                                                              (13)                                             
Carrying out the calculations, we find the optimal state variables: 

																																																			𝑥(𝑘 + 1) = [𝐴 − 𝐵𝑉(𝑘 + 1)]𝑥(𝑘),                                                            (14)                                 
or 

                                                𝑥(𝑘) = ∏8
(11   [𝐴 − 𝐵𝑉(𝑖)]𝑥(0).                                                              (15)                              

and the optimal control vector: 
                                      		𝑢(𝑘) = −𝑉(𝑘 + 1)∏8

(11   [𝐴 − 𝐵𝑉(𝑖)]𝑥(0)                                                    (16)                 
Numerical Example. Consider the same data as in the previous example (see Table 1), except for the length of the 
planning horizon that is replaced by the number of periods 𝑁 = 12. Implementing the results of this section, we observe 
in Figure 5 that all the deviations between the variables and their corresponding goal tend to zero as desired. The cost 
of this strategy is found to be 𝐽 = 621.91. This already shows that the periodic-review policy is much more expensive 
than the continuous-review policy, a relative difference of 621.910199.92

199.92
= 211.08%. A sensitivity analysis similar to the 

one in the previous example is carried out. We start with the number of periods 𝑁 and we see in Figure 6 that as 𝑁 
increases, the objective function value drops sharply from a high value of 667.57 for small values of 𝑁 to reach 622.87 
by the fifth period to become fairly constant. 

4. Result and Discussion 

 

Figure. 5. Optimal state variables (left) and control variables (right) 

This confirms the conclusion that the method is more suitable for medium to long term range. Exploring the effect of 
the deterioration rate confirms the observation that as the raw material deterioration rate, or the finished product 
deterioration rate, or both increase, the optimal objective function value decreases, see Figure 7 (left). The maximum 
value of the objective function is 562.4 when 𝜃! = 𝜃" = 0.1 and the minimum value of the objective function is 351.9 
when 𝜃! = 𝜃" = 0.9. 
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Finally, we confirmed in Figure 7 (right) the effect of the initial conditions on the optimal objective function value. As 
the initial gaps 𝛥𝐼!0 or 𝛥𝐼"0  or both increase, the optimal objective function value increases The maximum value of the 
objective function is 9206 when 𝛥𝐼!0 = 𝛥𝐼"0 = 30 and the minimum value of the objective function is 92.06 when 𝛥𝐼!0 =
𝛥𝐼"0 = 3. 

 
Figure. 6. Sensitivity to length of planning horizon 

 
Figure. 7. Sensitivity to deterioration rates (left) and initial conditions (right)  
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5. Conclusion 
We have considered in this paper an integrated model for the coordination of the activities of a supply chain where the 
control variables are the optimal raw material supply rate, the optimal transfer rate of the raw material for production, 
and the optimal production rate. Optimal control theory can be used to obtain these variables when the planning horizon 
is of medium to long range. Other insights gained are that the method applied works well when raw material and end 
product deterioration are high. Finally, best results are obtained when the initial gaps between the inventory levels and 
their respective goals are the smallest. 

This model can be generalized in many ways. For example, one can consider the case of multiple products or multiple 
suppliers. Another possibility would be the inclusion of returned products from the market. Remanufactured products 
can be either as good-as-old or as-good-as new. The case of stochastic demand and/or stochastic return rate may also 
be worth investigating. 
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