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Abstract

The ultimate objective of every business is to increase sales and profits. When a company's regular customers suddenly stop
buying from them, it can cause a significant decrease in revenue. It is a widely accepted fact that retaining existing customers is
less expensive than acquiring new ones, which is why Customer Relationship Management (CRM) places a high emphasis on it,
particularly in the retail industry. When a customer stops shopping at a store, the business loses the opportunity to make more
sales and even cross-sell. Therefore, companies must identify customers who are at risk of leaving and take preventative
measures to retain them. This article highlights the effectiveness of using machine learning in conjunction with transaction data
for predicting customer churn in the retail industry. The study involved 5,115,472 customer loyalty card records from a European
retailer's data warehouse, which were utilized to train the machine learning models. The results showed that machine learning
models outperformed their linear regression counterparts.
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1. Introduction

All industries struggle with customer retention at some point. Keeping existing customers happy is cheaper than
finding new ones [1], thus it's crucial for businesses to learn from the actions of their consumers who leave. There
are a number of factors that might lead to a customer leaving. The rival may provide identical items at lower costs,
provide superior Customer Service, or provide a more pleasant Online Shopping Experience [2]. According to
studies, the cost of acquiring a new customer is higher than keeping an existing one [3]. Therefore, it is crucial to
maintain the current clientele. Since customer turnover is often a slow and steady decline, rather than a rapid spike, it
is possible that organizations might benefit by studying their customers' past purchase histories [4]. By using loyalty
cards, businesses can keep track of countless customer details. Data like this contain valuable insight that is
frequently lost in the sea of raw data. These datasets mostly consist of semi-structured [5] data like Excel, JSON, and
CSV files, as well as structured [6] data that can be queried using SQL. These days, most people agree that Machine
Learning effectively gleans hidden features from unprocessed data. In light of the widespread success of using
Machine Learning techniques in a wide variety of contexts, this might be a viable strategy for mining unstructured
datasets for insights. Colruyt France, a French grocery chain with 90 stores, mostly in the Franche-Comte area,
generously provided an anonymized dataset for our analysis. With 105,488 consumers included, this dataset offers a
representation of in-store purchases made by customers. There are now 5,115,472 rows of data from these clients.
Using Machine Learning and Deep Learning on this kind of data is what makes this research innovative. In addition
to the data augmentation approach described in Section III-C, another significant contribution is the ability to link
individual-level data (such as age, duration of client relationship, gender, and city population) to sales time series [7].
There is a best-case scenario where the model's accuracy is 75.60 percent. Here is how the rest of the paper is laid
out. The background is provided in Section II, which discusses the nature of churn and the many challenges that
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may arise. Methodology, from data collection to analysis techniques, are detailed in Section III. Section IV describes
the various models used, while Section VII summarizes the findings and evaluates the various methods employed to
identify at-risk customers. The paper's findings are summed up in Section VIII.

2. Related Works

In business parlance, a "churned" client is one who has defected to a rival or who has ceased making purchases
altogether. In this context, "churn" refers to the percentage of a company's current client base that is expected to
cease doing business with the company within a certain time frame [8]. Another definition [9] is when a customer's
typical purchase quantity goes below a certain level over a certain time frame. Equation 1 provides a formal
definition of the typical shopping cart. Assume n = mod(P), where P is the total number of weeks in the period, and
let PurchaseAmountC(i) represent the amount spent by customer C during week i.

Z?zlPuchaseAmount C(i)

AverageBasket C(P) = - (D

It is difficult to predict exactly when a client would churn from a store. Not all of a store's customers will defect at
once, but rather they will gradually quit making purchases there. In reality, they progressively move to a competitor
[10]. For the sake of accuracy, let's use the following rule to define a churner in this setting. Let P1 be the time frame
during which the typical spending habits of the consumer are studied. Future churn detection models will use it as
input.

As soon as P1 concludes, we enter P2, the assessment phase, during which any shift in consumer purchasing
behaviour becomes evident. The prediction model will be blind to P2. P2 is held constant at 12 throughout this
research to accommodate the needs of the advertising service. That implies that there is always a 3-month window
for feedback. This is the method that will be used for the labels. The consumer is considered at risk of churning if
their average spending in P2 is less than 20% of their spending in P1, and is not considered at risk of churning if it is
more than or equal to 20%. This factor, which is 20%, is the maximum allowable decrease. This indicates that the
churn may be partial or complete. Let denote the discounting factor, and let C represent a customer, then you have
the formal definition of churn. Assuming the following conditions, C is a churner.

AverageBasket C(Pl) < ax AverageBasket C(PZ) 2)

Figure 1 shows some instances of churners, whereas Figure 2 shows some examples of non-churners.

Purchase amounk

Wtk 4

Figure 1. Four typical churners.
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They were regular purchasers during P1, but during P2 they have cut down to weekly or even less frequent
purchases. We may infer three churn scenarios from these definitions and findings. The Most Common Types of
Churn As can be seen in Figure 3, some instances include negative slopes [11] with smaller sounds. Assume a time
series with a slope, denoted by

y =Sx +c 3)

The trend is not skewed by random fluctuations. A simple linear regression with a threshold may be used to identify
these types of churners. Exceptions to churn if important factors are concealed: In these situations, the consumer's
routine is influenced by factors outside their control, such as sales, soccer championships, weather, or any other
external event. These confounding factors considerably affect the trend, making a linear regression model's
categorization skewed. If there is a hidden variable in the data, the suggested model must be able to read that
information from the input. This secret factor may also be represented as a time series. Case churning differs from
case spotting in the following ways: Clients that only make infrequent purchases at our establishments make up
anything from 20% to 30% of the total customers recorded in our sales databases. Periodic clients, on the other hand,
are individuals who only visit every so often, such as once a week or once every two weeks. Customers who
frequent our shops often perceive us to be their "go-to" spot, and as a result, they tend to make major purchases
there. Even if they can make impulse buys at a competitor's shop that's closer to their home or more conveniently
located. Churners are once-regular clients who suddenly become infrequent buyers. The occasional instances are not
the main focus of our research.

Purchase amount

Weeks

Figure 2. Depicts four instances that do not churn.

During P1 and P2, they used to shop weekly. Consumer behaviour did not significantly change. There has been a lot
of study on churn prediction during the last several years. According to the study's authors, keeping existing
customers is a lot cheaper in the long run. Numerous studies have been conducted on churn, comparing machine
learning and traditional methods on data from a variety of industries, including telecommunications [12], banking
[13], and online subscriptions [14]. However, there is a dearth of research that focuses on the retail sector, which
presents a unique set of challenges due to the nature of its contacts with and lifespans of its customers. Dingli [15]
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compared the RBM model to the CNN model in 2017. An F-measure (f=0.5) of 77% and a Precision of 74% were
the best results that could have been obtained at that time using RBM. Convolutional networks and deep networks
have both progressed since then. One strategy may be favoured over another depending on the circumstances and the
kind of data being analysed. In the telecommunications industry [16], for instance, customers seldom sign up with
several providers at once. When shopping, a customer may have a favourite store where they do most of their
shopping and a few others where they do less of their shopping. The unique characteristics of the retail industry are
the subject of this research. More importantly, no other studies have used the data augmentation method presented in
this one.
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Figure 3. shows a churner with reduced noise, where the slope can be seen out.

3. Proposed System Architecture

A total of 5,115,472 rows of sales information from 105,488 clients at a French grocery chain were used in this
study. All of the data used in this study has been pseudonymized, so it is possible to link individual characteristics
(such as customer age, relationship duration, gender, and city population) to sales data [17]. Each set of rows
represents a different client, and the whole thing is laid up as a 2D array. Customers with duplicate profiles with the
same name and address, for example, were eliminated. Our company's Marketing department was consulted over
the length of the P1 and P2 periods II-A, which was determined to be two and a half weeks respectively. A variety of
lengths were tried out before arriving at the optimal one in terms of precision. The labelling method was used after
(the reduction factor) was established at 0.2. A separate train and test set were created from the original dataset.
Table 1 provides a summary of the information collected. We can see a general breakdown of the information
gathered. In this study, we didn't even try to recognize the importance of spot customers.

Tabel 1. The importance of spot customers.

Labels Values
Number of customers 105,448
Number of Sporadic Customers 42,636
Total Number of ows 5.115.472
Number of costumes labeled as Non schumer 61,259
Number of costumes labeled as Non schumer 1,593
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Various forms of information provide unique details. Data mining techniques may struggle if the dataset exhibits any
of these features. The class imbalance in the dataset employed in this research was a major limitation. Learning
algorithms often only make predictions for the majority class when there is a disparity between them, since this helps
to keep the prediction error to a minimum. For instance, out of 60,000 total consumers in the dataset, only 2,000
were churners. There is a clear socioeconomic disparity between the two groups, with 96% of active customers
compared to just 4% of churners. Re-sampling is a common method used to correct for this kind of class
discrimination. There are two options for accomplishing this goal: oversampling and under-sampling [18]. Through
under-sampling, we only employ a small fraction of the whole majority class to educate our models. In this research,
we balanced the amount of churners and non-churners by randomly excluding inputs from the set of current
customers. This method involves adjusting the scale of an existing time series in order to generate new time series
that include more samples of a certain class. A client who spends €100 per week may be used to create a fictitious
one who spends €50 per week and another who spends €200 per week. The second and third will operate in the same
way as the first. The plan is to produce new clients who act just like the original ones, except on a larger scale.
Figure 4 shows the original and the scaled-down version.

Purchsse ammant
Purchinse amnank
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Figure 4. Scaled versions of the original data and data enhancements.

Simplified versions are orange while the original series are shown in grey. In this case, for ease of reading, each
scaled version is made to be less than one times the size of the original. Be aware that this may be multiplied by an
additional 1.5 - 2 times.

4. Methodology Employed

Below, we evaluate the effectiveness of a linear regression model against other machine learning methods that have
been shown to be useful for churn prediction. During the comparison, both efficiency and dependability were taken
into account. To describe the association between a continuous answer and one or more explanatory factors (also
known as dependent and independent variables), statisticians use a technique called linear regression [19]. Linear
regression is a simple statistical approach for learning about consumer behaviour, the nature of your firm, and the
variables that affect your profitability [20]. Linear regression is only useful when the dependent variable is
continuous, limiting its practicality in the business sector, but it is nevertheless a well-known approach when it is
applicable [11]. When compared to Rosenblatt's initial Perceptron model from 1950 [21], a Multi-Layer
Perceptron (MLP) is a more advanced and flexible model. With the advent of Deep learning, MLP has
been successfully used to several domains [22]. Between its input and output layers, it conceals one or

Jung et al / [JAIM Vol. 3 No. 1 April 2023



International Journal for Applied Information Management ISSN 2776-8007
Vol. 3, No. 1, April 2023, pp. 46-57 51

more intermediate ones. As can be seen in Figure 5, the neurons have a layered organization, with no
interconnections between neurons in the same layer [23].

ik Ly Hickeign Layiri Uhitppust Lapes

Figure 5. MLP

As a free and open-source package, Extreme Gradient Boosting (XGBoost) offers a powerful and effective
implementation of the gradient boosting method [7]. In recent years, XGBoost has emerged as the dominant strategy
for solving classification and regression issues in machine learning competitions, frequently serving as a decisive
factor in the overall winning solution. Due to the categorization issue inherent in this research, it was judged
instructive to put it through its paces so that its findings could be compared to those obtained by other methods.

When it comes to sequence prediction challenges, recurrent neural networks (RNNs) like Long Short-Term Memory
(LSTM) networks may learn order dependencies [16]. However, although LSTM models were first developed in the
late 1990s, they have only lately emerged as a viable and strong forecasting approach for timeseries. Short-term
memory, or the inability to learn dependencies from extended sequences, is a major flaw of recurrent neural
networks that may be fixed using an LSTM. An LSTM may remember, forget, or disregard data points depending on
a probabilistic model by using a sequence of 'gates' [13] each with its own RNN. For an example of a long
short-term memory (LSTM), see Figure 6.
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Figure 6. A pictorial illustration of long short-term memory cells.
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5. Performance Metrics

In this study, we evaluate the accuracy of several prediction models by using precision, recall, and the F-measure
[22]. True positive (TP) and false positive (FP) samples are distinguished from True Negative (TN) and False
Negative (FN) ones. How many customers who were assumed to be Churn were really Churn is represented by the
Recall. Simply said, recall measures how well a classifier can track down all of the test samples it was trained on.

6. Results

If you want to test out a new regression or classification model, cross-validation [4] is a common tool to utilise.
Some additional complexity is introduced when it is applied to time series or other naturally ordered data due to the
sequential nature of the occurrences. It's possible to choose between two approaches. One method involves setting a
time frame within which all customers' information has to be gathered using the k-fold method [23]. If you want to
train and test your model, you'll need to split your dataset into k equal pieces, or folds, with k1 serving as your
training set and k serving as your test or validation set. It should be repeated k times, with each subsequent fold
serving as a new test set. The ultimate score is calculated by averaging the results of each round of validation. When
trying out several values for k, it was found that k =4 gave the greatest results. The second strategy is to divide the
time frame into two halves before extracting the data. Then there will be four subsets total, two from each of the two
initial sets. As a result, we have four distinct groups. The k-fold method may be used to these subsets. We'll just
refer to it as "four-fold" from now on.

7. Discussion

All of the tested classifiers were put through their paces using a dataset consisting of time-series plus some extra
information for each client. It has 62,852 samples, as was previously disclosed.

Linear Regression: Even if there are certain people for whom the churn is visible by simple linear regression, the
results of the linear regression are inadequate, as shown in tables II and II1.

MLP: Table IV shows that 200 neurons in the hidden layer were sufficient to collect the noise and slope information
required for accurate categorization. If you train with more than 200 neurons, you won't see any substantial progress
in your predictions. Thereafter, the model begins to overfit after reaching its best prediction after 10 epochs of
training with an average accuracy of 73:30% and an average F-measure ( =0.5) of 72:21%.

XGBoost: According to the data in Table V, the XGBoost model outperformed the MLP by a little margin when
capturing slope information with noise using 50 estimators and a logistic regression for binary classification as
objective function.

LSTM: Researchers found that Long Short-Term Memory (LSTM) models performed better than other methods of
detection. Precisely because LSTM was built to be able to learn order dependence \sin sequence prediction tasks
such as monitoring customer sales data over time to spot possible churners. In terms of prediction accuracy, three
layers of LSTM proved optimal (Precision = 73:70%, F-measure = 75:60%). It was given in table VI.

Table 2. Predictions from the linear regression model with p1 = 8 weeks: precision and f-measure.

Threshold Precision (%) F-measure 3 = 0.5 (%)
-1.0 56.09 55.27
-0.8 55.72 54.50
-0.6 55.43 53.85
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-0.4 56.04 54.05
-0.2 55.97 53.47
-0.0 62.34 57.52
0.2 63.07 57.51
0.4 63.36 57.18
0.6 63.78 57.05
0.8 63.44 56.34
1.0 63.52 55.87

Tabel 3. The accuracy and F-measure of linear regression forecasts over a horizon of 30 weeks at P1.

Threshold Precision (%) F-measure 3 = 0.5 (%)
-1.0 64.19 65.27
-0.8 64.70 64.87
-0.6 65.94 64.61
-0.4 67.19 64.13
-0.2 67.52 62.40
-0.0 66.66 58.90
0.2 67.40 58.24
0.4 67.84 54.02
0.6 67.47 50.62
0.8 65.48 44.92
1.0 66.51 42.60

Table 4. F-measure (averages) and precision (mean) for mlp (200, 200, 1) estimates.

Epochs Resampling P1 length Prediction -measure
B =0.5%)
10 Yes 8 70.01 70.60
10 Yes 30 73.30 71.21
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10 No 8 50.04 55.60
10 No 30 52.40 56.51
50 Yes 8 68.80 70.40
50 Yes 30 69.67 69.38
50 No 8 50.02 55.60
50 No 30 52.20 57.70

Table 5. Extreme gradient boosting prediction accuracy and f-measure (averages) with 50 estimators and a maximum

depth of 10.
Epochs Resampling P1 length Prediction -measure
B=0.5)
10 Yes 8 71.14 71.22
10 Yes 30 73.63 74.45
10 No 8 52.01 54.77
10 No 30 53.73 56.92
50 Yes 8 69.25 70.68
50 Yes 30 71.89 70.71
50 No 8 51.31 55.78
50 No 30 52.66 58.07
Table 6. Prediction accuracy and f-measure (average) using Istm (100, 50, 25).
Epochs Resampling P1 length Prediction -measure
B =0.5%)
10 Yes 8 70.86 70.92
10 Yes 30 73.70 75.60
10 No 8 51.87 55.98
10 No 30 52.78 57.32
50 Yes 8 69.17 70.42
50 Yes 30 72.31 71.28
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50 No 8 52.14 55.91
50 No 30 53.41 58.53

8. Conclusion

The aim of this research is to showcase the effectiveness of utilizing machine learning algorithms on sales data to
anticipate client attrition. To achieve this objective, the study evaluates the performance of four statistical and
machine learning models to predict client attrition accurately. The conventional methods of prediction are often
criticized for their limited accuracy and effectiveness. Therefore, the study explores the potential of machine learning
algorithms to enhance the prediction process [1]. The study's findings suggest that machine learning models
outperform traditional methods in predicting client attrition. The results demonstrate the superiority of machine
learning models in their ability to handle and analyze large amounts of data accurately. The research recommends
using the best performing model to set clear objectives for future retention marketing initiatives. The predictive
model provides businesses with valuable insights into customer behavior, which can be used to develop retention
strategies that target specific customers.

The study proposes that future researchers should explore other machine learning methods, such as Transformers.
These models have shown promising results in various applications and could provide an even better understanding
of customer behavior. Additionally, the use of external data, such as weather patterns, neighborhood characteristics,
and average per capita income, is an area of great interest. Integrating this data into machine learning models could
lead to even more accurate predictions and valuable insights for businesses. In conclusion, this study highlights the
potential of machine learning algorithms in predicting client attrition accurately. The findings suggest that machine
learning models outperform traditional methods, and businesses should consider using them to develop effective
retention strategies. The study also recommends further exploration of other machine learning methods and the
integration of external data to enhance the accuracy of prediction models. By leveraging the power of machine
learning, businesses can gain a competitive edge and improve their understanding of customer behavior.
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