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Abstract

This study explores the use of machine learning algorithms to classify property sale categories in real estate data, focusing on the performance of
the Random Forest (RF) algorithm. The dataset, comprising over one million records of property sales from 2001 to 2022, includes features such
as sale amount, assessed value, sales ratio, property type, and residential type. The primary objective is to determine which algorithm better
predicts property sale categories and to assess how these predictions can aid in market segmentation and property valuation. After preprocessing
the data by removing irrelevant columns and handling missing values, we applied the RF classifier to predict five key property types: 'Single
Family', 'Residential’, 'Condo', Two Family', and Three Family'. The model achieved an accuracy of 82.98%, with high recall for categories like
'Single Family' and 'Condo’, but struggled with 'Residential’, which displayed a lower recall due to its diverse nature. The findings suggest that
the RF algorithm performs well in predicting certain property types, but improvements are needed for categories with more variation. The study
highlights the importance of selecting relevant features such as sale amount and assessed value, which were found to be the most influential in
determining property type. Real estate professionals can leverage these machine learning models for more accurate market segmentation, leading
to better pricing and marketing strategies. However, the study also acknowledges limitations, such as the complexity of the 'Residential’ category
and potential data imbalance. Future research could focus on incorporating additional features, such as location-specific data or detailed property
descriptions, and testing alternative algorithms to further enhance classification accuracy.
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1. Introduction

An overview of property sale amounts as critical indicators in the real estate market necessitates a multifaceted
examination of the underlying factors that influence real estate prices. In recent years, various empirical studies and
theoretical analyses have highlighted the intricate relationship between economic variables and real estate market
dynamics. A significant assertion within the literature is that macroeconomic factors, such as unemployment rates, play
a pivotal role in shaping consumer confidence and, subsequently, real estate prices. Cetkovi¢ et al. [1] demonstrate that
lower unemployment typically correlates with increased consumer confidence, leading to price growth in the real estate
sector; conversely, rising unemployment tends to depress property values, underscoring the sensitivity of the real estate
market to economic fluctuations [1]. Moreover, the interconnectedness of global real estate markets can complicate
local assessments of property values. Liow and Angela [2] research indicates that, over longer investment periods,
public real estate markets exhibit substantial interdependence, particularly during times of economic distress, such as
the global financial crisis. This interconnectedness suggests that local property sales are not just influenced by regional
economic conditions but are also subject to the reverberations of global market dynamics, thereby complicating
valuation processes and necessitating more robust analytical frameworks to capture these interactions adequately.

Further complicating the valuation landscape is the problem of information asymmetry prevalent within the real estate
market. Paola [3] emphasizes that many impediments arise due to lack of standardization, incomplete data, and
reluctance from private individuals to disclose transaction prices, which can adversely affect market understanding and
investment decisions. Consequently, the need for effective valuation models that can account for these data deficiencies
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is imperative, indicating a gap in existing methodologies utilized in property evaluations. A noteworthy development
in this arena involves the utilization of advanced statistical methods to enhance property price assessments. Giudice et
al. [4] advocate for the application of semiparametric methods to perform hedonic analysis of housing sales,
acknowledging that traditional models may inadequately account for the myriad qualitative and quantitative factors
affecting property appreciation. The authors argue for the development of sophisticated models that can differentiate
between various forms of appreciation, which is crucial for accurate market analysis [4]. This assertion is supported by
evolving methodologies that aim to leverage machine learning techniques and large datasets, facilitating more nuanced
insights into property valuations.

Classifying sale amounts into categories holds significant importance for effective market analysis and informed
decision-making in the real estate industry. The classification of real estate sale amounts enhances the comprehension
of market dynamics, allowing stakeholders to navigate the complexities of property transactions more effectively [5].
By delineating sale amounts into various categorizations, such as price brackets or geographic regions, analysts can
leverage this structured data to identify patterns that inform market trends and consumer behavior, making it a critical
component of strategic planning in real estate investments and developments. One of the primary advantages of
classifying sale amounts is the facilitation of comparative analyses. Sobieraj and Metelski [6] illustrate the use of
classification in understanding the sale-to-list ratio, a crucial metric in determining how well properties is priced in
relation to market demand. This ratio simplifies the assessment of market conditions, enabling stakeholders to identify
whether properties are overpriced or underpriced, thus providing actionable insights that can guide pricing strategies
for real estate agents and investors. By using classification to break down these ratios, practitioners can also compare
performance across different segments of the market, aiding in the identification of opportunities or risks inherent to
specific categories.

Moreover, the classification aids in the transparency and accuracy of market valuations. Menghini et al. [7] discuss the
significance of distinguishing between fair market value and judicial market value, highlighting how classifications
can clarify the varied economic contexts within which properties are assessed. By providing clear categorizations,
stakeholders can better understand the implications of different valuation methods on investment decisions and
negotiate transactions with greater confidence. This clarity is essential in contexts such as foreclosure or debt recovery,
where a precise understanding of asset values can greatly influence potential outcomes. Additionally, innovative
methodologies utilizing machine learning and artificial intelligence have emerged, further reinforcing the importance
of classification in property valuation [8]. By employing advanced computational techniques, such as Support Vector
Machines (SVM) and multivariate regression analysis, researchers can categorize sale amounts based on an array of
factors, including property characteristics and market trends. This analytical depth enables more dynamic pricing
strategies and investment decisions, tailored to real-time market conditions, ultimately driving more efficient market
operations.

The purpose of this study is to compare the performance of RF and SVM algorithms in the classification of real estate
sale amounts. This comparison is rooted in the increasing importance of machine learning techniques in quantifying
and predicting real estate prices, a field reliant on advanced computational methods to address the complexities of
market dynamics. As real estate markets exhibit non-linear characteristics, choosing the appropriate classification
algorithm becomes critical for accuracy and reliability in price predictions. RF is recognized for its robustness and
ability to handle both numerical and categorical features effectively. Utilizing an ensemble approach, RF builds
multiple decision trees during training and outputs the mode of the classes (classification) or mean prediction
(regression) of the individual trees, thus reducing overfitting problems often encountered in single decision tree models
[9]. Studies have emphasized the superiority of RF over traditional methods, particularly its ability to improve
prediction performance when faced with high-dimensional data or complex relationships among features [10].

On the other hand, SVM operates based on finding an optimal hyperplane that distinctly classifies data points from
different classes. It performs particularly well in high-dimensional spaces and is efficient in cases where the number
of dimensions exceeds the number of samples [11]. However, SVM can be sensitive to the choice of kernel functions
and parameters, often requiring extensive tuning and cross-validation to enhance performance [12]. This makes the
comparison with RF particularly relevant, as both algorithms utilize distinct methodologies that may yield different
results in the classification of real estate sale amounts. Empirical studies have showcased the effectiveness of RF in
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real estate contexts, with research indicating that RF frequently outperforms SVM in terms of predictive accuracy. For
instance, a movement towards employing RF has been observed in various analyses concerning land value estimation
and housing price predictions, demonstrating that it often yields better results compared to SVM and other regression
approaches [10]. In their comparative analysis, Canaz and Aliefendioglu [10] concluded that RF provided superior
results in mass appraisal studies involving various predictive features from real estate sales. These findings resonate
with earlier work by Wang et al. [12], which indicated that RF outperforms SVM, often providing longer-term insights
into pricing trends based on multidimensional data [11], [13].

The research aims to address the question of which classification algorithm, between RF and SVM, better predicts
property sale categories in the real estate sector. Specifically, it seeks to determine which model provides higher
accuracy and reliability in classifying properties into price categories based on features such as sale amount, assessed
value, property type, and location. By comparing the performance of these two widely used algorithms, this study will
contribute to understanding their applicability in real estate data analysis and offer insights into optimizing property
price predictions for better market segmentation and decision-making.

2. Literature Review

2.1. Previous Research on Property Price Prediction

The evolution of property price prediction methodologies has seen a significant transition from traditional valuation
methods to sophisticated machine learning techniques. This study aims to provide an overview of both categories,
highlighting their applications, strengths, and weaknesses in estimating property values. Understanding these methods
is critical for real estate professionals and investors seeking reliable avenues for making informed decisions in an
increasingly data-driven market. Traditional property valuation methods encompass approaches such as the
comparative method, income method, residual method, and cost approach. Among these, the comparative method is
the most widely adopted globally, as recognized by Abidoye et al. [4], who emphasize its prevalence in Australia and
its effectiveness in leveraging market transactions for property valuation [15]. This method relies on the principle that
similar properties should exhibit similar values, thus enabling valuers to draw comparisons based on similar property
characteristics. However, while traditional models lay foundational practices in the field, they often lack the
adaptability required to account for rapid market fluctuations and can be significantly influenced by subjective
judgments in the selection of comparable properties.

In recent years, the advent of machine learning has broadened the horizons regarding property price estimation.
Advanced algorithms capable of identifying non-linear relationships within the data challenge the boundaries defined
by classical economic principles in property valuation. A considerable body of research has shown the efficacy of
machine learning algorithms, such as RF, SVM, and deep learning models, which can analyze vast datasets with
numerous variables to provide high-accuracy predictions [15], [16], [17]. These methodologies accommodate
heterogeneous datasets, enabling a more nuanced analysis that captures the intricacies of property characteristics and
market dynamics. Hedonic pricing models have emerged as a primary method for quantitative analysis in property
price prediction. This approach decomposes property prices based on individual attributes such as location, physical
characteristics, and neighborhood factors [18]. For instance, Yazdani [19] emphasizes that structural and spatial
attributes significantly influence property prices, advocating for hedonic models to leverage these factors to enhance
prediction accuracy. Hedonic models are inherently flexible, allowing for the integration of various property features
and facilitating a more tailored analysis reflective of specific market conditions.

2.2. Classification in real estate data

The application of classification models in the categorization of property prices has garnered significant academic
attention in recent years. Previous studies have explored various machine learning techniques and their effectiveness
in predicting and classifying real estate sale prices. This overview synthesizes key findings from the literature to
illuminate the methodologies and results obtained from different classification models used for property price
categorization. One of the more comprehensive studies was conducted by Kuru et al. [8], who developed sale price
classification models specifically for real estate appraisal. Their approach utilized regression analysis alongside
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Artificial Neural Networks (ANN), demonstrating the effectiveness of these methods by factoring in attributes such as
property characteristics, geographical position, and market trends. This research reveals that employing advanced
algorithms significantly enhances the accuracy of predictions compared to simpler traditional models [8], [19]. The
results highlight how machine learning approaches can address the complexities inherent in real estate datasets that
traditional methods may overlook.

In Heli K'Akumu [5] work, the complexities of real estate as a discipline are explored, emphasizing the foundational
role classification plays in business context applications of real estate management. Although K'Akumu [5] study is
more philosophical in nature, it stresses the importance of rigorous methodology in the classification processes within
the discipline. The implications of this work point to how epistemological foundations can shape understanding and
application of classification in real estate economics, thus influencing subsequent analytical techniques. Pirogova et al.
[20] introduced a systematic set of competitiveness indicators to assess retail real estate's performance, highlighting
the use of classification systems in quantifying the level of competitiveness. This categorization is critical for landlords
and investors as it allows for strategic decision-making based on the competitive landscape of retail properties [20],
[21]. Their methodology provides a refreshing perspective on how classification can extend beyond mere price
predictions to encompass broader market dynamics.

2.3. Random Forest and SVM Algorithms

RF and SVM are two prominent machine learning algorithms that have increasingly been applied in the field of real
estate data analysis, particularly for the classification of property prices. Their robustness and efficacy in handling
complex datasets make them well-suited for real estate applications, where numerous factors influence property
valuation. RF is an ensemble learning method that operates by constructing multiple decision trees during training time
and producing predictions based on the majority vote from these trees. This method is highly regarded for its accuracy
and ability to mitigate overfitting, a common problem in machine learning where models perform well on training data
but poorly on unseen data. According to Tanamal et al. [22], the RF algorithm improves the predicted accuracy of
datasets by averaging the results from various trees, thus ensuring a more reliable classification process [22], [23].
Additionally, RF can handle large datasets with higher dimensionality, making it particularly effective in real estate,
where numerous variables, such as location, square footage, and amenities, can influence property values.

Conversely, SVM is a supervised learning tool designed for classification and regression tasks. SVM identifies an
optimal hyperplane that separates different classes in a high-dimensional space, making it suitable for classifying
properties based on their features. As highlighted by Li and Chao [24], SVM is particularly powerful when dealing
with high-dimensional data and is adept at generalization, thereby maintaining performance on unseen instances. Its
strength lies in transforming data points into higher dimensions via kernel functions, which allows for more complex
boundary formations between different property classes. The application of SVM in real estate has been documented
by various researchers, including SVM can be highly effective in real estate evaluations, albeit it didn't outperform RF
in their comparative studies [25]. SVM's sensitivity to the choice of kernel and parameters means that while it can
deliver high accuracy, it often requires careful tuning and validation to reach optimal performance. Studies suggest that
SVM performs exceedingly well when dealing with smaller datasets, which can often occur in niche markets or
specialized classifications [26].

2.4. Relevant formulas

The RF algorithm uses the Gini impurity criterion to measure the effectiveness of a split in classifying data. The formula
for calculating Gini impurity is:

Gini=1-— Z i = 1*pi? @)

where ( p_i ) represents the proportion of instances that belong to class (i) at a given node, and ( k) is the total number
of classes within that node. This formula helps to identify the split that results in the least impurity, thereby improving
the model's predictive accuracy [22].

The SVM algorithm aims to find the optimal hyperplane that maximizes the margin between different classes. The
objective function for SVM is defined as:
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In this formulation, ( w ) is the weight vector, ( b) is the bias term, ( yi ) indicates the true class label for the instance
( x_i) (which can be +1 or -1), and ( W"T ) represents the transpose of the weight vector. The objective function
minimizes the magnitude of the weight vector to maximize the margin while ensuring all data points are correctly
classified [25], [27].

Both RF and SVM algorithms are widely used in real estate data analysis and predictive modeling. Their strengths in
classification tasks yield actionable insights that can guide investment and policy decisions within real estate markets.
RF is a popular method for predicting property prices due to its capability to handle large datasets and its resistance to
overfitting. Research Tanamal et al. [22] demonstrated that RF significantly enhances the accuracy of house price
prediction models by averaging results from multiple decision trees, leading to robust performance even in complex
datasets. Additionally, research indicates that RF often outperforms other machine learning techniques regarding
accuracy while being interpretable regarding the importance of features impacting property values, such as location
and structural characteristics [10], [28].

SVM also has noteworthy applications in real estate, particularly for classification tasks that require distinguishing
between different property categories or pricing tiers. Wang et al. [12] research indicates that SVM effectively models
complex relationships among property features, providing accurate price classifications across various market
conditions. Importantly, SVM requires careful tuning of parameters, such as kernel functions and regularization terms,
to achieve optimal performance, especially within high-dimensional real estate datasets [25], [29]. Empirical research,
including studies by Canaz and Aliefendioglu [10], highlights that while RF generally yields better results compared
to SVM, both algorithms have unique strengths that can be leveraged in real estate data analysis. Their findings
underscore the necessity for practitioners to assess which model to employ based on the specific characteristics of the
dataset and the nature of the classification problem.

3. Methodology

This section outlines the detailed steps taken in this research, which are divided into six key sections: Data Loading,
Exploratory Data Analysis (EDA) & Preprocessing, Feature Engineering & Selection, Model Training, Model
Evaluation & Visualization, and Checkpoint Saving. Each section is explained with an emphasis on the parameters
used throughout the process.

3.1. Data Loading

The first step involves loading the real estate sales data into the script from a local CSV file using pandas. The
pd.read_csv() function is employed with the parameter low_memory=False to avoid warnings related to data type
inference when dealing with large files. This ensures that all columns are correctly parsed, even those with mixed data
types. The function reads the data into a DataFrame, which is then validated by checking its dimensions using
data.shape to get the number of rows and columns. The first few rows are displayed with data.head() to provide a quick
inspection of the dataset, allowing the user to check for any irregularities or unexpected values in the columns.
Additionally, the script handles cases where the data file is not found. If the specified CSV file cannot be located, the
script prints an error message and exits immediately using exit(). This prevents the script from attempting to process
non-existent data. Once the data is loaded successfully, the next step is to prepare the dataset for analysis, ensuring that
all columns are correctly interpreted and the dataset is clean and ready for preprocessing.

3.2. Exploratory Data Analysis (EDA) & Preprocessing

In this step, the data undergoes cleaning and basic analysis to prepare it for modeling. The data.drop() function is used
to remove columns that are deemed unnecessary or irrelevant for the classification model, such as 'Serial Number’,
'‘Address’, 'Date Recorded’, and ‘Location’. These columns may contain too many unique values or be mostly empty,
contributing little to model training. The parameter columns_to_drop holds the list of columns to remove, and the script
ensures that only those columns present in the dataset are dropped using data.columns. This process reduces the
dimensionality of the data, making it more manageable for the model. After dropping irrelevant columns, missing
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values are addressed. For categorical columns such as 'Residential Type', missing values are replaced with a placeholder
(‘Not Applicable’) using df['Residential Type'].fillna(). For numerical columns, the missing values are imputed with
the median value of the respective column, which is calculated using df[col].median() and filled using df[col].fillna().
This ensures the dataset is complete, preventing errors during model training. Rows with missing values in the target
variable ('Property Type") are dropped using df.dropna(subset=['Property Type']) to maintain data integrity. The process
concludes with visualizations that display the distribution of the target variable, sale amounts, and assessed values,
aiding in further understanding of the data before modeling.

3.3. Feature Engineering & Selection

The next step involves feature engineering, which prepares the data for classification. The target variable, 'Property
Type', is selected for classification. To simplify the classification task, the dataset is filtered to only include the top five
most frequent property types, which are identified using df['Property Type'].value_counts().nlargest(5). This ensures
that rare property types, which could introduce class imbalance or sparse data, are excluded from the model. This
selection is based on the frequency of property types, ensuring the problem remains tractable and balanced. Categorical
features are then identified using df.select_dtypes(include=['object’]), and one-hot encoding is applied using pandas'
pd.get_dummies() function. The parameter drop_first=True is used to prevent multicollinearity by dropping one of the
encoded categories. One-hot encoding transforms categorical variables into a series of binary features, making them
suitable for machine learning models that require numerical input. After encoding, the script defines the feature matrix
X (which contains all the features except for the target variable) and the target variable y (which contains 'Property
Type"). This step ensures that the data is prepared for the next stage of model training, where these features will be used
to predict the target.

3.4. Model Training

The dataset is then split into training and testing sets using scikit-learn's train_test_split() function. The parameters
test_size=0.2 and random_state=42 ensure that 20% of the data is reserved for testing, while the random_state ensures
that the split is reproducible across different runs. The stratify=y parameter is used to maintain the proportional
distribution of the target variable in both the training and testing sets, ensuring that the class distribution is consistent.
If the stratified split fails due to rare classes, the script falls back to a non-stratified split. Once the data is split, the RF
Classifier from sklearn.ensemble.RandomForestClassifier is initialized with several parameters: n_estimators=100
specifies that the forest should consist of 100 trees, random_state=42 ensures reproducibility, and n_jobs=-1 enables
the use of all available CPU cores for faster model training. The model is then trained using rf_model.fit(X_train,
y_train), where X_train is the feature matrix for the training data and y_train is the target variable. After training, the
model is saved to disk using joblib.dump() to allow for easy reuse without retraining in the future.

3.5. Model Evaluation & Visualization

After the model is trained, it is evaluated using the test dataset. The model’s predictions are generated using
rf_model.predict(X_test), and the accuracy is calculated using scikit-learn's accuracy_score(). This metric provides an
overall sense of how well the model is performing by comparing the predicted values to the actual values in the test
set. A classification report is generated using classification report(), which includes detailed metrics like precision,
recall, and F1-score for each class in the target variable. These metrics help assess how well the model performs for
each class and are essential for understanding the model’s behavior. To further evaluate the model, visualizations are
created to better understand its performance. A confusion matrix is generated using confusion_matrix() and visualized
with seaborn's sns.heatmap() to display how the model’s predictions align with the true labels. This matrix shows the
number of correct and incorrect predictions for each class, providing insights into where the model is making errors.
Additionally, the importance of each feature in the model’s decision-making process is visualized using the
rf_model.feature_importances_ attribute. A bar plot is created using seaborn's sns.barplot() to display the top 20 most
important features, highlighting the features that contribute most to the model's predictions.
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3.6. Checkpoint Saving

Finally, after training and evaluation, the trained RF model is saved for future use. The script ensures that a directory
(saved_models) exists using os.makedirs(model_dir, exist_ok=True), and the model is saved to this directory with
joblib.dump(rf_model, rf_path). The parameter rf_path specifies the location where the model will be stored. Saving
the model allows it to be easily loaded in the future for predictions or further analysis, avoiding the need to retrain the
model. This checkpoint also ensures that the model can be deployed in a production environment, where it can be used
to classify new real estate data without retraining.

4. Results and Discussion

4.1. Result

4.1.1. Results of EDA and Preprocessing

The dataset was successfully loaded, with a total of 1,097,629 rows and 14 columns. The dataset contains information
about property sales, including sale amount, assessed value, sales ratio, property type, residential type, and other related
features. After loading the data, the first five rows were displayed, showing various property details like sale amounts,
assessed values, and property types. The dataset initially included columns that were later identified as irrelevant for
the classification task, such as 'Serial Number', 'List Year', 'Date Recorded', and 'Address'. These columns were dropped
to focus the model on the essential features for predicting property types.

The dataset underwent extensive cleaning during the preprocessing phase. Irrelevant columns were removed, and
missing values in 'Residential Type' were handled by filling them with 'Not Applicable’. Additionally, rows with
missing values in the target variable, 'Property Type', were dropped to maintain the integrity of the analysis. After these
preprocessing steps, the dataset was reduced to 715,183 entries and 6 columns, consisting of "Town', 'Assessed Value',
'‘Sale Amount’, 'Sales Ratio', 'Property Type', and 'Residential Type'. The cleaned dataset, now ready for feature
engineering, was visualized (Figure 1) to understand the distributions of key variables, such as sale amounts and
property types. The visualizations helped in identifying the presence of outliers and informed subsequent data
transformations, such as the use of logarithmic scaling for the 'Sale Amount' and 'Assessed Value' to handle skewed
distributions.
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Figure 1. Exploratory Data Analysis Visualization
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Feature engineering was carried out to prepare the dataset for modeling. The analysis focused on the top 5 most frequent
property types: 'Single Family', 'Residential’, ‘Condo’, "'Two Family', and 'Three Family'. These categories were selected
to simplify the classification problem by excluding rare property types that could introduce noise. Categorical features,
such as 'Town' and 'Residential Type', were one-hot encoded using pd.get_dummies() with drop_first=True to avoid
multicollinearity. The dataset, now containing 177 columns, was transformed into a more suitable format for machine
learning algorithms. The features included both the numeric columns (e.g., 'Assessed Value', 'Sale Amount’, 'Sales
Ratio") and the encoded categorical variables, ensuring that all data fed into the model was numeric and appropriate for
training.

4.1.2. Results of Model Training and Evaluation

The data was split into training and testing sets using an 80/20 split, resulting in 557,672 rows for training and 139,418
rows for testing. This split ensured that the model was trained on a large portion of the data while reserving enough
data for unbiased evaluation. The RF classifier was trained using the training set, and the model was configured with
100 trees (n_estimators=100) and a random state of 42 for reproducibility. The model was successfully trained and
saved in the 'saved_models' directory using joblib for future use. The use of RF was chosen due to its robustness and
ability to handle both categorical and numerical data efficiently. The model was trained to predict the 'Property Type',
with the objective of classifying properties into one of the five selected categories.

The model's performance was evaluated using accuracy and a detailed classification report. The RF classifier achieved
an overall accuracy of 82.98%. The classification report highlighted the precision, recall, and F1-score for each property
type. For example, 'Single Family' achieved a high recall of 0.92, indicating the model's ability to correctly identify
this class, while 'Residential' had a lower recall of 0.50, suggesting it was more challenging for the model to predict
accurately. The F1-scores for each property type were generally high, with '‘Condo' and 'Single Family' achieving F1-
scores of 0.90, while 'Residential' had an F1-score of 0.56. This indicated that while the model performed well overall,
it struggled with certain property types, particularly 'Residential'. The confusion matrix visualized the
misclassifications, and a feature importance plot revealed which features were most influential in the model’s
predictions. This allowed for further refinement and understanding of the model's behavior.

Several visualizations were generated to support the evaluation of the RF model (Figure 2). A confusion matrix was
plotted using seaborn's sns.heatmap() to illustrate the model's performance across different property types. The matrix
clearly showed how well the model classified each property type, highlighting misclassifications between similar
categories. Additionally, a feature importance plot was generated to display the most important features in the model.
The feature importance plot showed that 'Sale Amount', 'Assessed Value', and 'Sales Ratio' were the most influential
variables in predicting property types, as expected. These visualizations provided valuable insights into both the
strengths and weaknesses of the model, suggesting potential areas for improvement, such as further tuning the model
or adding more features.

Random Forast Confusion Matrix Top 20 Feature Importances
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Figure 2. Random Forest Model Evaluation
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4.2. Discussion

The RF model demonstrated solid performance, achieving an overall accuracy of 82.98% in classifying property types.
This result is notable because RF is a robust ensemble learning method that handles both numerical and categorical
data well. The model was able to correctly identify property types such as 'Single Family' and ‘Condo’ with high recall,
suggesting that these categories were well-represented and easy to classify. The high performance in these categories
can be attributed to the clear distinctions in features such as sale amount, assessed value, and sales ratio, which are
often correlated with property type. These well-defined patterns likely allowed the RF algorithm to make accurate
predictions.

However, the model struggled more with the 'Residential’ category, which exhibited a much lower recall of 0.50. This
lower performance can be explained by the variability within the 'Residential’ category, which encompasses a wide
range of property types, including single-family homes, multi-family units, and condos. The overlap between these
property types might have made it more difficult for the model to draw clear boundaries. Additionally, the 'Residential’
category may be influenced by factors such as location or specific residential characteristics, which the model may not
have fully captured in the available features.

The feature importance analysis revealed that variables such as 'Sale Amount’, 'Assessed Value', and 'Sales Ratio’ were
the most influential in determining property type classifications. This is expected, as these financial metrics are often
strongly correlated with the property type. However, the performance could likely be improved by incorporating
additional features, such as detailed geographical data or more granular property characteristics, which could better
differentiate between property types within the 'Residential' category. Overall, the RF model performed well for most
property types, but there is room for improvement, particularly with categories that have more complex or overlapping
characteristics.

5. Conclusion

The RF algorithm performed well in classifying property sale categories, achieving an overall accuracy of 82.98%.
This model demonstrated its strength in correctly classifying property types like 'Single Family' and ‘Condo’, where the
distinctions between property types were clearer. However, it faced challenges with categories like 'Residential’, which
had a lower recall due to the inherent variability within this group. These results suggest that while RF is a robust
algorithm for general classification tasks, improvements are needed for more complex property categories with
overlapping characteristics. For real estate professionals, these findings have significant implications for market
segmentation and property valuation. By utilizing machine learning models like RF, professionals can more accurately
categorize properties, leading to better pricing strategies and targeted marketing efforts. However, the study's
limitations, such as potential class imbalance and the lack of certain granular features (e.g., detailed property
descriptions or geographic factors), should be addressed. Future research could explore incorporating additional
features, such as neighborhood characteristics or property-specific data, and test alternative algorithms like SVM or
Neural Networks to further refine property classification accuracy.
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