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Abstract

This study explores the application of Agglomerative Hierarchical Clustering (AHC) to categorize global cities based on thematic travel
preferences, aiming to enhance personalized travel recommendations. The dataset used contains travel information for 560 cities worldwide,
including thematic ratings across nine categories: culture, adventure, nature, beaches, nightlife, cuisine, wellness, urban, and seclusion, along
with climate data and city descriptions. Feature engineering was performed to calculate an overall rating for each city by averaging its thematic
scores, and to compute an average annual temperature from monthly climate data. The primary objective of this research was to use AHC to
group cities into distinct clusters based on these thematic ratings. The analysis revealed six clusters, each representing different types of travel
experiences. Cluster 1 consists of urban cultural hubs with high ratings for culture, cuisine, and urban experiences, while Cluster 2 features cities
with a balance of cultural and culinary experiences alongside moderate natural and nightlife attractions. Cluster 3 represents remote, nature-
focused cities with high ratings for seclusion and nature. Cluster 4 includes cities renowned for their beaches, nature, and cuisine, while Cluster
5 groups cities that emphasize adventure, nature, and seclusion. Cluster 6 is made up of destinations with a focus on nature, adventure, and
seclusion, offering a balance between outdoor activities and tranquility. These findings offer a deeper understanding of the diversity in global
city offerings and can significantly improve the effectiveness of travel recommendation systems by aligning cities with users' thematic
preferences. By categorizing cities into meaningful clusters, personalized travel suggestions can be made based on users’ specific interests, such
as cultural exploration, adventure, or nature. This research lays the groundwork for future studies to incorporate additional data sources and
explore alternative clustering techniques for even more refined travel recommendations. The practical applications of this research can enhance
real-world travel recommendation platforms, making them more tailored and relevant to individual user preferences.
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1. Introduction

The growing demand for personalized travel recommendations reflects a broader trend in consumer behavior towards
individualized experiences. As travel dynamics evolve, travelers increasingly seek tailored itineraries that resonate with
their specific preferences and circumstances, a shift propelled by enhanced living standards and the proliferation of
accessible technology [1]. Traditional travel advisement approaches, often reliant on expert opinions, are outpaced by
the complexity of modern data sources, which include vast multimedia content from images and videos to geotagged
social media posts. This complexity necessitates innovative solutions that effectively harness data mining techniques
to filter and interpret user interests, enabling the creation of customized travel recommendations [2]. Personalized
tourism has become a prominent focus due to its ability to merge individual traveler preferences with contextual
attributes of destinations. A personalized travel recommendation system operates on the principle that understanding
an individual's historical preferences and behaviors enables a more accurate portrayal of future travel choices [3]. The
recommendation process often incorporates various attributes of destinations, with recent studies highlighting the
significance of machine learning in validating user preferences against current trends and historical data [4]. Such
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systems leverage algorithms that adapt dynamically to context, thereby improving the accuracy and relevance of
recommendations made to travelers.

A critical component of advancing personalized travel recommendations relies on the categorization of cities based on
thematic attributes, which can range from cultural offerings to culinary experiences. The classification of cities via
thematic attributes enhances the effectiveness of travel recommendations by allowing for nuanced preferences rather
than broad categorizations. Theoretically, this reflects a shifting paradigm where recommendations evolve from mere
location suggestions to intricate narratives that encompass integrated experiences tailored to various interests [5]. As
cities embody diverse cultural, economic, and geographic elements, a thematic classification would facilitate targeting
specific tourist demographic segments, further honing the recommendation process [6]. The need for such
categorization underscores the limitations of earlier models that often fail to consider the complexity of city dynamics
and the multitude of factors influencing traveler choices. For instance, cities can significantly differ in aspects such as
infrastructure, accessibility, and attractions, which all play a role in how travelers perceive and interact with these
locations [7]. Hence, robust frameworks employing temporal and spatial factors are essential to accurately represent
and adapt travel recommendations, resulting in efficient and personalized travel planning systems [8].

A growing body of research asserts that the integration of personality dimensions into recommendation systems can
also address group travel dynamics, providing insights into collective preferences that align with distinct travel
motivations [9]. This is particularly relevant given that travel experiences often arise from group decisions, wherein
multiple individuals’ preferences can conflict. Personality-aware recommendation systems not only enhance individual
user experiences but also navigate the complexities of suggesting suitable locations that accommodate diverse
preferences within a group context [10]. The rise of advanced algorithms such as neural networks and genetic
algorithms evidence that the field is rapidly evolving towards utilizing artificial intelligence to process complex datasets
more effectively. Such techniques allow for an adaptive approach to itinerary planning that balances multiple
objectives, including cost, duration, and interest diversity, ultimately producing itineraries that align closely with user
preferences and expectations [8]. This approach offers a significant advancement over past methodologies, which
lacked the necessary capacity to process large-scale data inputs effectively.

Clustering techniques play a pivotal role in enhancing the effectiveness of travel recommendation systems, particularly
in organizing and analyzing vast datasets related to user preferences, destinations, and Points of Interest (POIs). As the
landscape of travel increasingly shifts towards personalized experiences, categorizing data into meaningful clusters
becomes essential for developing insightful and relevant recommendations. The dynamic nature of various factors
influencing travel decisions including personal interests, geographical characteristics, and social influences necessitates
a structured approach to understanding traveler behaviors and preferences, which can be effectively facilitated through
clustering methods [11], [12]. In travel recommendation systems, clustering can serve several key purposes. Firstly, it
allows for the identification of similar users or destinations, enabling the generation of relevant suggestions that
resonate with a target audience. By employing algorithms such as K-means and Density-Based Spatial Clustering of
Applications with Noise (DBSCAN), systems can group users based on their travel behaviors and interests, thus
providing more tailored recommendations. This enables platforms to form user segments that share analogous
preferences, improving the precision of the recommendations generated [13], [14]. For example, as Sabet et al. [13]
explain, their hybrid recommender system utilizes clustering to aggregate users into groups with similar profiles,
allowing the system to predict future preferences more accurately, even for new users lacking historical data.

Additionally, clustering facilitates the efficient organization of POIls within destination contexts. By categorizing
attractions based on various thematic attributes, such as cultural significance, activity type, or geographic location,
recommendation systems can suggest itineraries that align closely with a user’s interests. Sun et al. [15] highlight the
efficacy of a city-adaptive clustering framework for discovering POls, emphasizing that clustering techniques can lead
to a more nuanced understanding of user engagement with certain attractions and activities. This approach greatly
enhances recommendation capacities by identifying patterns within the User-Generated Content (UGC), such as
geotagged photos or social media interactions, thus constructing more dynamic and appealing tourism offerings.
Moreover, the application of clustering in analyzing user transition patterns underscores its importance in
understanding how travelers navigate between different attractions or activities. Sun et al. [16] explore user transition
behaviors to create optimized travel route recommendations. Their study illuminates how clusters can encapsulate
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common travel routes or experiences shared among groups of users, ultimately refining the sequence in which
attractions are suggested. By analyzing how collective trends manifest, these clustering techniques help to align
recommendations with the natural flow of tourist behavior, thereby enhancing user satisfaction.

The primary goal of this study is to apply Agglomerative Hierarchical Clustering (AHC) to explore thematic travel
preferences of global cities, providing a nuanced understanding of how various cities align with the distinct interests
and preferences of travelers. As the tourism sector becomes increasingly competitive and personalized, there is a
pressing need to categorize cities in a manner that reflects their appeal to different demographics based on their thematic
attributes, such as cultural heritage, outdoor activities, gastronomy, and nightlife. By leveraging AHC, the study aims
to identify meaningful clusters of cities that share similar characteristics, which can subsequently inform targeted travel
recommendations tailored to specific traveler preferences [17], [18]. AHC is particularly relevant in this context as it
enables the creation of a dendrogram, a tree-like diagram that visualizes the hierarchy of clusters, thereby illustrating
the relationships between various cities based on their thematic similarities. This method excels in handling the
complexity that characterizes global travel preferences, allowing for the integration of varied data sources to reflect a
comprehensive picture of what different urban environments offer to potential visitors [19], [20]. Through this process,
cities can be compared not just based on quantitative metrics (like visitor numbers or total facilities) but also on
qualitative attributes that enhance travelers' decision-making processes.

The scope of this study involves analyzing a dataset containing travel information for 560 cities worldwide, with a
focus on thematic ratings such as culture, adventure, nature, beaches, nightlife, cuisine, wellness, and urban aspects.
The dataset also includes key features like city descriptions, which provide a brief summary of each city's appeal, as
well as climate information, including monthly average, maximum, and minimum temperatures. Additionally,
suggested trip durations (e.g., weekend, short trip, long trip) and budget classifications (e.g., budget, mid-range, luxury)
are considered to provide a comprehensive understanding of the travel characteristics associated with each city. These
features are analyzed to explore and categorize cities based on thematic preferences using hierarchical clustering.

2. Literature Review

2.1. Travel Recommendation Systems

Travel recommendation systems have evolved significantly over the years in response to growing demands for
personalized travel experiences. The methodologies employed in these systems can be categorized broadly into
Collaborative Filtering (CF), content-based recommendations, and hybrid approaches that leverage both strategies.
This review discusses various existing methods and approaches, encompassing their underlying techniques and
implementations, to enhance the personalization of travel recommendations for users. One of the primary techniques
utilized in travel recommendation systems is collaborative filtering, which leverages the collective preferences of users
to suggest destinations or activities. CF methods can be divided into user-based and item-based techniques, enabling
systems to predict user preferences by analyzing similarities in past behaviors and ratings from similar users [21], [22].
However, traditional CF approaches often face challenges associated with data sparsity, especially for new users for
whom no historic data exists, a problem often referred to as the "cold start" issue [22]. To counteract this, advanced
collaborative filtering techniques have been implemented using various algorithms, such as matrix factorization and
deep learning frameworks [23], allowing these systems to enhance their predictive accuracy through continuous
learning from user interactions and experiences.

On the other hand, content-based recommendation approaches focus on the attributes and features of destinations or
activities that resonate with the preferences expressed by users. These approaches filter and recommend destinations
based on previously enjoyed trips and inherent characteristics of attractions, considering factors such as location,
services provided, and thematic relevance [2], [24], [25]. Such strategies enhance user engagement by ensuring
recommendations are closely aligned with specific preferences and interests. Hybrid recommendation systems, which
combine CF and content-based methods, have emerged as a potent solution to the inherent limitations each approach
possesses. For instance, Fang et al. [21] discuss the development of a deep travel conversational recommender system
that integrates knowledge graphs to enhance recommendation accuracy, thereby capitalizing on the strengths of both
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CF and content-based strategies. This fusion allows for a more nuanced understanding of user preferences, as it utilizes
both user data and the intrinsic attributes of travel options to deliver superior recommendation outcomes.

2.2. Clustering Techniques in Tourism

Clustering techniques are increasingly recognized as powerful tools in the tourism sector, especially in the development
and refinement of travel recommendation systems. Among the various clustering methods, K-means and hierarchical
clustering have gained significant attention for their applications in understanding user preferences, segmenting
markets, and enhancing destination management. K-means clustering is a non-hierarchical approach widely utilized in
tourism studies, primarily because of its simplicity and efficiency. It partitions the dataset into K distinct clusters based
on the similarity of data points, minimizing the variance within each cluster while maximizing the variance between
clusters. This method allows operators to categorize tourists according to shared attributes such as preferences,
demographics, and behaviors, thereby facilitating targeted marketing strategies and personalized recommendations
[13], [26]. For instance, Sabet et al. [13] demonstrate how K-means clustering can effectively create user profiles to
enhance personalized travel recommendations, proving beneficial for both users and service providers. However, the
requirement to predefine the number of clusters poses a challenge, as this often hinges on subjective judgment or prior
hierarchical insights [27].

Hierarchical clustering, in contrast, either builds a hierarchy of clusters (agglomerative) or divides a dataset into
successively smaller clusters (divisive). This method is particularly useful for its ability to provide a comprehensive
view of data relations through dendrogram representations, which can be instrumental in tourism for visualizing
groupings of attractions, hotels, or user preferences in a spatial context [28]. Furthermore, as Ernst and Dolni¢ar [29]
highlight, hierarchical methods can help mitigate the randomness often present in market segmentation studies by
ensuring a more systematic approach to clustering, which is crucial for reliable recommendations. The flexibility of
hierarchical clustering allows users to decide on an appropriate cut-off point in the hierarchy to identify significant
groupings relevant to their specific marketing or strategic endeavors. The synergy between K-means and hierarchical
clustering can produce even more robust insights. A common approach involves initially employing hierarchical
clustering to establish an optimal number of clusters and subsequently applying K-means clustering for refined
segmentation within those established clusters [30]. This hybrid application improves the accuracy of group definitions
and can yield substantial benefits in understanding traveler behaviors and preferences across different contexts.

2.3. Agglomerative Hierarchical Clustering

AHC is a widely used clustering algorithm in data analysis that follows a bottom-up approach to form clusters. It begins
with each data point as an individual cluster and iteratively merges them based on their similarities until a single cluster
containing all data points is formed or until a predefined number of clusters is reached. The key steps in AHC include
the initialization of data points as separate clusters, the calculation of the distance (or similarity) between clusters, and
the subsequent merging of the closest clusters until the desired clustering structure is achieved [31], [32]. One of the
major advantages of AHC is its intuitive and easily interpretable output, which is often visualized through a dendrogram
a tree-like diagram that illustrates the hierarchical relationships among the clusters. This visualization allows users to
determine the optimal number of clusters and view how data points are grouped based on levels of similarity [33], [34].
Additionally, the dendrogram provides insights into the clustering process, enabling researchers or analysts to make
informed decisions regarding the underlying relationships within the data.

Another advantage of AHC is its flexibility regarding distance metrics. Users can employ various linkage criteria, such
as single linkage, complete linkage, average linkage, or Ward’s method, depending on the context of the data and the
nature of the analysis being performed [32], [35]. This adaptability allows AHC to cater to a wide range of applications
across different domains, such as environmental science, market segmentation, and social network analysis. Moreover,
AHC is well-suited for small to moderately sized datasets; it retains computational stability and can produce high-
guality clusters even in the presence of noise or outliers [36], [37]. Since it does not require the number of clusters to
be predetermined, it can be especially advantageous in exploratory data analysis contexts where the ideal number of
clusters is unknown [31], [38].
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2.4. Relevant Formula

In the context of AHC, various distance metrics can be employed to measure the closeness of data points, enabling
effective clustering. One of the most commonly used metrics is the Euclidean distance, which quantifies the straight-
line distance between two points in a multi-dimensional space. The formula for calculating the Euclidean distance D(i,
j) between two data points (i) and (j), each with (n) dimensions, is expressed as follows:

DGy = (Y k=17~ x) @

Where D(i, j) is the Euclidean distance between the two points, xik and xjx are the k-th components of the vectors (i)
and (j) respectively and n is the total number of dimensions (or features) of the data points. The use of Euclidean
distance in AHC has several advantages, one being its straightforward geometric interpretation, which often resonates
well with intuitive clustering methods. It allows for easy identification of clusters based on proximity in the feature
space, making it a suitable choice for many clustering applications, particularly in contexts where spatial relationships
are paramount [39], [40].

In addition to Euclidean distance, other distance metrics may also be employed within AHC frameworks to enhance
clustering effectiveness depending on the data characteristics and contextual requirements. For example, the
Mahalanobis distance, which accounts for the correlations between variables, can be particularly beneficial in scenarios
with multi-collinearity among features. This metric is effective for identifying outliers and is often used to measure
distances effectively in high-dimensional spaces [41], [42]. As noted by Sammour and Othman [43], the choice of
distance metric significantly affects the performance of clustering algorithms, underscoring the importance of selecting
the most appropriate metric according to the nature of the dataset.

2.5. Related Work

Recent research has demonstrated various applications of clustering techniques to analyze cities and regions based on
thematic, geographical, and tourist-related data. This body of work highlights how such methodologies can inform
better tourism strategies, regional development, and traveler insights. One notable study by Wang et al. [44] explores
tourist distributions and sentiment variations through the analysis of social media data from scenic areas in China. They
found that tourist sentiment and distribution patterns are significantly influenced by seasonal factors, suggesting that
clustering cities based on temporal data can highlight seasonal tourist behaviors and improve the management of
tourism activities in different seasons [44]. This finding aligns with the general trend in tourism research, where
understanding the nuances of seasonal variation helps stakeholders optimize marketing strategies and resource
allocation.

In an economic context, Gan et al. [45] examined the intensities of tourism economic linkages within Chinese land
border cities, employing clustering to establish tourism economic cooperation circles. Their research emphasizes how
geographical proximity and collaborative linkages among border cities can enhance tourism economic benefits [45].
By clustering these cities, the authors provide a framework for developing spatial cooperation models that encourage
regional economic integration, thereby optimizing tourism-related resource utilization. Similarly, the work of Zhang et
al. [46] discusses the spatiotemporal distribution of tourism across various Chinese cities, identifying socioeconomic
and environmental impacts on local tourism. The use of clustering methodologies in their research helped produce
maps indicating the spatiotemporal trends in tourism revenue from 2008 to 2017, allowing local authorities to strategize
tourism developments based on influential local factors [46]. This finding underscores the utility of clustering for
visualizing complex datasets related to tourism dynamics, enabling policymakers to develop more focused tourism
strategies.
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3. Methodology

This section outlines the methodology used to perform Exploratory Data Analysis (EDA) and hierarchical clustering
on a dataset of worldwide travel cities.

3.1. Dataset Description and Feature Engineering

The dataset used in this analysis contains information about 560 cities worldwide, including metadata such as city
names, countries, and regions, as well as subjective ratings across various thematic categories like culture, adventure,
nature, and cuisine. The dataset also includes climate data, specifically monthly average temperatures (in JSON format)
for each city. The first step was to load the dataset into a Pandas DataFrame using the pd.read_csv() function. This
allows for efficient manipulation and analysis of the data. For feature engineering, two new features were created. The
Overall Rating for each city was calculated by averaging the ratings from the thematic features: culture, adventure,
nature, beaches, nightlife, cuisine, wellness, urban, and seclusion. This provides an overall indicator of the city's appeal
across various categories. Additionally, the Average Temperature (°C) was derived from the monthly average
temperatures in the avg_temp_monthly column, which contains the temperature data in JSON format. This was
achieved using a custom calculate_avg_temp() function that parses the JSON string and computes the mean of the
average monthly temperatures.

3.2. Exploratory Data Analysis (EDA)

EDA was performed to better understand the dataset before proceeding to clustering. The describe() method in Pandas
was used to generate statistical summaries for key numerical features, including the Overall Rating, Cuisine, and
Culture ratings, as well as the newly engineered Average Temperature feature. This helped in identifying any potential
outliers or patterns in the data. Additionally, the first few rows of the dataset with the newly created features were
displayed using head(), providing an initial view of the data and allowing us to inspect the values. Furthermore,
visualizations were generated using Matplotlib and Seaborn to better understand the distribution of key numerical
features. This included histograms or boxplots to visually assess the distribution and relationships among ratings,
allowing for a better understanding of the thematic categories before applying the clustering algorithm.

3.3. Clustering and Data Preprocessing

For the clustering analysis, the thematic features selected for the clustering process were: culture, adventure, nature,
beaches, nightlife, cuisine, wellness, urban, and seclusion. These features were chosen because they provide a
comprehensive view of a city's appeal across different types of travel interests. The first step was data preprocessing,
which involved handling any missing values using the dropna() method. After removing missing data, the selected
features were scaled using StandardScaler from the sklearn.preprocessing module. This is a crucial step in clustering,
as it ensures that each feature contributes equally to the clustering process by standardizing them to have a mean of 0
and a standard deviation of 1. The scaling process was achieved using the scaler.fit_transform(features) method, which
scales the data while retaining the relationships between the cities. The preprocessed data, now standardized, was ready
for clustering. AHC, a form of bottom-up clustering, was applied using the linkage() function from the
scipy.cluster.hierarchy module. The Ward's method was used as the linkage criterion, which minimizes the variance
within each cluster by merging clusters with the smallest increase in the sum of squared errors. This method is
particularly effective when dealing with continuous data like thematic ratings. The result of the linkage() function is a
hierarchical cluster tree, which forms the basis of the next analysis step.

3.4. Agglomerative Hierarchical Clustering

AHC was performed using the linkage() function with the Ward’s method, which is an efficient and popular linkage
method for minimizing within-cluster variance. The hierarchical clustering process was visualized using a dendrogram,
generated with the dendrogram() function from the scipy.cluster.hierarchy module. A dendrogram is a tree-like diagram
that shows the arrangement of clusters based on their distances. The distance_sort="descending' parameter ensured that
the dendrogram displayed clusters starting from the most distinct, and the leaf_font_size=8 ensured the city names
were readable despite the large number of cities in the dataset. The cut-off line for forming clusters was set at a height
of 12 on the dendrogram, which was visually selected based on the tree structure. This cut-off corresponds to six
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clusters, determined by setting num_clusters = 6 in the fcluster() function, which assigns cluster labels to each city
based on the cut-off. The maxclust criterion ensures that exactly 6 clusters are formed, and these labels are added to
the original dataset for further analysis.

3.5. Cluster Analysis

Once the cities were assigned to clusters, an in-depth analysis was performed to understand the characteristics of each
cluster. The groupby() method in Pandas was used to calculate the mean thematic ratings for each cluster. These means
were then displayed in a summary table, showing the average rating for each thematic feature in each cluster.
Additionally, the top three characteristics (the highest ratings) of each cluster were identified by selecting the largest
values using the nlargest(3) method. This analysis allowed for a deeper understanding of what each cluster represents
in terms of thematic travel preferences (e.g., cities with a high focus on adventure, wellness, or culture). A sample of
the cities in each cluster was displayed to give a tangible sense of the cities grouped together. In addition to the statistical
analysis, a detailed breakdown of each cluster was provided, showing the cities within each group and identifying the
dominant themes. This helped in interpreting the clusters, such as labeling them as "Adventure-oriented cities,"”
"Cultural destinations," or "Beach resorts," depending on the most significant thematic scores.

4. Results

This section presents the results from the EDA, clustering, and cluster analysis performed on the dataset of worldwide
travel cities.

4.1. Feature Engineering & EDA Results

The feature engineering process resulted in the creation of two new features: the Overall Rating and Average
Temperature (°C) for each city. The Overall Rating was computed by averaging the individual thematic ratings, while
the Average Temperature was derived from the monthly temperature data provided in JSON format. The first few rows
of the dataset showed the newly added features for each city, such as Milan (Italy), Yasawa Islands (Fiji), and Whistler
(Canada), with respective Overall Ratings and Average Temperatures. The statistical summary of key numerical
features showed that the Overall Rating had a mean of 3.24, indicating that most cities have moderate appeal across
the different thematic categories. The Average Temperature ranged from -4.1°C to 29.4°C, with an average of 17.97°C,
reflecting the diversity in the climates of the cities. This provided a good foundation for understanding the dataset's
spread and variability in the thematic and climate characteristics of cities.

3
s

Figure 1. Correlation Matrix of Numerical Features
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Figure 1 provides a comprehensive overview of the linear relationships between the different thematic travel ratings in
the dataset. The color scale indicates the strength and direction of the correlation, with warm colors (like red)
representing a positive correlation and cool colors (like blue) representing a negative correlation. A value of 1.00
signifies a perfect positive relationship, while -1.00 signifies a perfect negative relationship. For instance, the strong
positive correlation of 0.70 between 'adventure’ and 'nature’ suggests that cities rated highly for adventure also tend to
be rated highly for nature. Conversely, the strong negative correlations between 'seclusion’ and 'urban’' (-0.80) and
'seclusion’ and 'nightlife’ (-0.73) indicate that cities offering a high degree of seclusion are very unlikely to be major
urban centers or have vibrant nightlife. This analysis is crucial for understanding the inherent trade-offs and
associations between different travel preferences.

Calculated Overall Rating Cuisine Rating Distribution Culture Rating Distribution
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Overall Rating Cuisine Rating Culture Rating

Figure 2. Distribution of Key Ratings

Figure 2 illustrate the frequency distribution of ratings across all cities for three key metrics: overall rating, cuisine,
and culture. The 'Calculated Overall Rating' follows an approximately normal distribution, indicating that most cities
have an average rating, with fewer cities at the extreme high or low ends. In contrast, the distributions for both 'Cuisine
Rating' and 'Culture Rating' are left-skewed, with a large number of cities receiving high ratings (4.0 and above). This
suggests that, in general, the cities within this dataset are perceived as having excellent cultural and culinary offerings,
which are common and highly-rated attributes for travel destinations.

4.2. Clustering & Visualization

For the clustering analysis, nine thematic rating features were selected: culture, adventure, nature, beaches, nightlife,
cuisine, wellness, urban, and seclusion. These features were standardized using the StandardScaler to ensure equal
contribution from each feature in the clustering process. AHC was performed using Ward’s method, and the resulting
hierarchical tree structure was visualized using a dendrogram. The dendrogram was saved and showed the relationship
between cities based on their thematic ratings. By "cutting" the dendrogram at a specific height, the cities were grouped
into 6 distinct clusters, providing a clear division of cities based on their travel preferences.

Hierarchical Clustering Dendrogram of Travel Cities
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Figure 3. Hierarchical Clustering Dendrogram of Travel Cities
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Figure 3 is the primary visualization of the AHC results. It illustrates how individual cities are progressively merged
into larger clusters based on the similarity of their thematic travel ratings. The y-axis, labeled "Ward's Distance,"
represents the dissimilarity or distance between clusters; the greater the vertical distance, the more different the clusters
are. The horizontal dashed red line represents the chosen cut-off point, which intersects the vertical lines to define the
final number of clusters. In this case, the cut-off is set to create five distinct clusters, grouping cities with similar travel
profiles together and separating them from cities with different thematic characteristics. This visualization is
fundamental to interpreting the thematic structure of global travel destinations.

4.3. Cluster Analysis

The cluster analysis revealed the following insights into the characteristics of each cluster. Cluster 1 is characterized
by high ratings in culture, cuisine, and urban features. Cities in this group are typically vibrant urban centers with rich
cultural experiences and diverse cuisines. Sample cities include Milan, New York, and Seoul. This cluster contained
47 cities. Cluster 2 also has a high focus on culture and cuisine, with an emphasis on urban areas. However, it shows a
more moderate rating in nightlife compared to Cluster 1. Cities such as Guanajuato, Surabaya, and Kingston are
examples of cities in this cluster. This cluster contained 248 cities, making it the largest group. Cluster 3 have high
ratings in seclusion and nature, but lower scores in nightlife and cuisine. This cluster seems to represent cities that are
more tranquil and nature-oriented, such as Bagan, Malabo, and San Marino. It consists of 41 cities.

Cluster 4 stand out for their emphasis on beaches, nature, and cuisine. Cities like Tampa, Bridgetown, and Rio de
Janeiro are examples, highlighting destinations that are known for their natural beauty and culinary experiences. This
cluster includes 45 cities. Cluster 5 focuses heavily on nature, adventure, and seclusion, with a much lower emphasis
on nightlife and urban areas. Cities such as Nuuk, Livingstone, and Petra are part of this group. These cities tend to be
more remote, adventure-filled destinations, and the cluster contains 48 cities. Cluster 6 emphasizes nature, seclusion,
and adventure, with moderate scores in culture and cuisine. Cities like Yasawa Islands, Whistler, and Hobart are part
of this group, representing destinations that are nature-centric with opportunities for adventure. This cluster contained
131 cities.

The clustering analysis revealed that cities around the world can be grouped into six distinct categories based on
thematic travel preferences. Each cluster represents a unique combination of features, with some clusters emphasizing
culture and urban life, while others focus on nature, adventure, or seclusion. These findings provide valuable insights
into how cities cater to different types of travelers and can inform personalized travel recommendation systems. In
conclusion, the results of this clustering analysis offer a deeper understanding of the diverse travel experiences that
cities provide, and they highlight the importance of thematic preferences in travel planning.

4.4, Cluster Interpretation

The hierarchical clustering analysis revealed six distinct clusters, each representing cities with unique travel preferences
based on their thematic ratings. These clusters provide valuable insights into the diversity of global cities and how they
cater to different types of travelers. Cluster 1 is characterized by cities with high scores in culture, cuisine, and urban
features. Cities like Milan, New York, and Seoul fall into this group, which can be described as cultural hubs and urban
centers. These cities are known for their vibrant city life, rich history, and diverse food scenes, making them ideal
destinations for travelers seeking a mix of culture, urban excitement, and culinary experiences. The emphasis on urban
and cultural experiences, paired with lower seclusion, makes this cluster perfect for city-centric tourists. Cluster 2 also
emphasizes culture, cuisine, and urban features, but with more balanced ratings across other categories like nature and
nightlife. Cities such as Guanajuato, Surabaya, and Kingston exemplify this cluster, which can be seen as balanced
cultural destinations. These cities offer a blend of urban charm, historical culture, and culinary delights while
maintaining accessibility to natural attractions and moderate nightlife. They represent destinations where travelers can
experience both the excitement of urban life and a touch of nature. Cluster 3 with high ratings in seclusion and nature,
is characterized by cities that offer peaceful, nature-oriented experiences. Examples like Bagan, Malabo, and San
Marino highlight remote, tranquil cities that are perfect for those seeking peace and solitude, as well as nature-based
activities. These cities appeal to travelers looking for spiritual retreats, quiet escapes, or immersive nature experiences,
far from the bustling crowds of urban areas.
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Cluster 4 focuses heavily on beaches, nature, and cuisine. Cities like Tampa, Bridgetown, and Rio de Janeiro are
examples of beach resorts and natural havens. These cities cater to travelers interested in combining beach relaxation
with outdoor activities and culinary adventures. They represent destinations ideal for those seeking natural beauty,
outdoor exploration, and local cuisine, making them attractive vacation spots for tourists interested in both leisure and
adventure. Cluster 5 stands out with a focus on nature, adventure, and seclusion, while having lower ratings in nightlife
and urban features. Cities like Nuuk, Livingstone, and Petra belong to this group, which can be described as adventure-
oriented and secluded. These cities are typically located in more remote areas, offering unique opportunities for
exploration and adventure in nature. The low emphasis on urban life and nightlife makes this cluster ideal for travelers
seeking challenging adventures, nature exploration, and the freedom of secluded, untouched landscapes. Cluster 6
places high importance on nature, seclusion, and adventure, with moderate scores in culture and cuisine. Cities like
Yasawa Islands, Whistler, and Hobart represent nature-centric, adventurous destinations. These cities appeal to
travelers who are drawn to outdoor activities such as hiking, skiing, and exploring nature, while still offering
opportunities for cultural experiences. This cluster attracts those who are passionate about both adventure and nature,
seeking the perfect balance between exploration and relaxation in more isolated settings. Each cluster thus reflects a
different type of travel experience, catering to varying interests from cultural exploration and urban life to nature
immersion and adventure.

4.5. Comparison with Existing Methods

When compared to other clustering techniques, such as K-means clustering, AHC offers a number of advantages that
are well-suited to the travel dataset at hand. Unlike K-means, which requires the number of clusters to be predefined,
AHC automatically creates a hierarchy of clusters, providing more flexibility in understanding how cities relate to each
other at different levels of granularity. The dendrogram visualization generated in this approach allows for a more
intuitive understanding of the data, helping to identify the optimal number of clusters visually, which in this case was
determined to be 6. In terms of cluster interpretability, AHC also has the advantage of retaining more detailed
information about the relationships between cities, making it easier to assess the nuances in the data. On the other hand,
K-means can sometimes force the data into a predetermined number of clusters, potentially leading to less meaningful
groupings. While K-means may be more efficient for larger datasets, its dependency on the initial selection of centroids
and the assumption of spherical clusters can make it less suitable for datasets with more complex structures, like the
thematic and subjective nature of travel data.

Moreover, AHC excels when dealing with categorical and continuous mixed data, like the thematic ratings and climate
information in this dataset. K-means, while effective for continuous numerical data, can struggle with mixed data types
or categorical features unless explicitly adapted, which makes hierarchical clustering a better choice for our analysis.
In conclusion, while both AHC and K-means have their strengths, the former provides more interpretability, flexibility,
and a clearer understanding of the relationships between cities in the context of thematic travel preferences, making it
a more suitable choice for this particular dataset.

5. Conclusion

The clustering analysis revealed six distinct groups of cities, each with unique thematic travel preferences, such as
cultural hubs, nature-oriented destinations, and adventure-focused locations. The key findings highlighted that cities
tend to cluster around specific features like culture, nature, adventure, and seclusion, offering insights into the diverse
travel experiences available worldwide. This segmentation is significant as it demonstrates how cities can be
categorized based on their thematic appeal, providing valuable information for understanding traveler preferences.
Cities like Milan and New York fall into the cultural and urban-centered cluster, while cities like Bagan and Nuuk are
more secluded and nature-oriented, catering to those seeking peace and adventure. These findings have significant
implications for personalized travel recommendations, as they allow recommendation systems to align cities with user
preferences based on thematic interests, such as culture, adventure, or relaxation. However, the study has limitations,
such as relying on a single dataset and using AHC, which may not be the most scalable method for larger datasets.
Future research could explore alternative clustering techniques like DBSCAN or K-means, or incorporate additional
data sources, such as user reviews or activities, to enhance the robustness of the recommendations. Practically, these
results can be implemented into travel recommendation systems by categorizing cities based on their thematic clusters
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and offering users tailored travel suggestions that match their preferences for culture, nature, or adventure, thus
improving the personalization of travel experiences.
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