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Abstract

This study explores the application of K-Means clustering, an unsupervised learning method, to group students based on academic performance
and social factors. The primary objective is to uncover hidden patterns among students by analyzing academic scores in mathematics, reading,
and writing, as well as demographic attributes including gender, ethnicity, parental education level, and lunch type. Data preprocessing steps,
such as normalization and one-hot encoding, were conducted to prepare the dataset for clustering. The optimal number of clusters was determined
using the Elbow Method and Silhouette Score, with K=3 selected for its balance between cluster quality and interpretability. The clustering
results revealed three distinct groups of students: low performers, average performers, and high performers. These clusters were visualized using
PCA and t-SNE, which showed clear separation and internal consistency. Interpretation of the clusters suggests that social factors may influence
academic outcomes, with students from disadvantaged backgrounds more likely to fall into the lower-performing group. The study highlights the
importance of data-driven approaches in understanding student diversity and designing targeted interventions. Furthermore, this research
underlines the potential of clustering techniques to inform educational strategies by identifying students' needs more precisely. However,
limitations include reliance on academic and basic demographic variables, and sensitivity of the K-Means algorithm to outliers and the predefined
number of clusters. Future research should incorporate additional factors such as emotional well-being and learning preferences to develop more
comprehensive educational models. Overall, the study demonstrates that clustering can serve as a valuable tool for enhancing the effectiveness
and equity of educational programs.
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1. Introduction

The organization of students into groups based on academic performance and social factors plays a pivotal role in
enhancing educational outcomes. Research has shown that collaborative learning environments foster higher academic
engagement, as students who receive strong social support tend to be more motivated and actively participate in their
studies. This heightened engagement ultimately leads to improved academic performance [1]. Such social support is
particularly valuable during transitional periods, such as the shift from high school to college, where students often
experience anxiety. It not only boosts motivation but also facilitates the development of self-efficacy, further
contributing to academic success [1], [2].
Furthermore, variations in academic achievement often reflect underlying sociocultural influences and classroom
dynamics. Students who form strong connections with their peers and engage meaningfully in cooperative settings are
more likely to thrive academically [3]. The classroom environment plays a crucial role in shaping these interactions,
which in turn bolster the motivational factors necessary for academic success [4]. By strategically grouping students
based on these academic and social characteristics, educators can cultivate supportive peer relationships, implement
tailored instructional methods, and create a more enriching learning atmosphere. This approach, in turn, promotes
holistic academic success [5].
The growing diversity in student abilities and backgrounds necessitates an approach to education that recognizes and
accommodates this variation. In today's educational systems, significant disparities in academic performance are driven
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by a complex mix of sociocultural factors, cognitive styles, and emotional needs. Addressing these differences requires
educational strategies that are flexible enough to engage and support students from various demographics. The
integration of customized pedagogical approaches that acknowledge each student’s individual strengths and challenges
helps create a more inclusive educational environment, ensuring that all students have an equal opportunity for success.
Moreover, fostering effective interpersonal relationships within educational settings is key to bridging the gaps in
learning outcomes. Strong teacher-student and peer connections are fundamental for enhancing academic motivation
and improving performance [6]. In addition, incorporating diverse teaching resources, such as open educational
resources (OER), can reduce barriers created by socio-economic factors, further promoting a more equitable learning
environment [7]. By addressing the varied needs of students, educational institutions can build supportive and effective
learning climates that serve all students, regardless of their background [6], [7].
In light of these challenges, clustering techniques, especially those based on unsupervised learning, offer powerful
methods for uncovering hidden patterns within student data. By grouping students according to their academic
performance, behaviors, and social factors, researchers can gain a deeper understanding of the dynamics influencing
academic success. For instance, Khamis et al. used clustering to categorize students based on their internet usage and
academic records, revealing distinct student profiles that correlated with performance [8]. This approach demonstrates
the effectiveness of clustering in identifying patterns that may not be immediately visible through traditional analysis.
Similarly, clustering can also be used to improve educational recommendations, such as personalized learning
resources and teaching strategies [9]. The application of K-Means clustering in educational contexts has proven
effective in categorizing students based on academic performance, shedding light on disparities in educational
outcomes and highlighting potential interventions [10]. Furthermore, clustering techniques have been successfully
employed to extract valuable insights from learning management system data, reinforcing their versatility in
educational applications [11]. This not only helps in organizing student data but also plays a crucial role in refining
educational strategies through data-driven insights.
The contemporary educational landscape is characterized by considerable variations in student academic performance,
which educational systems often struggle to address effectively. These disparities arise from multiple factors, including
socio-economic background, learning styles, and institutional support systems [12]. Marginalized groups, in particular,
face additional barriers such as feelings of inferiority and tokenism, which only serve to deepen performance gaps [12].
Responding to the needs of diverse student populations requires tailored approaches that address these underlying
issues. Leveraging techniques like clustering offers a promising avenue to uncover hidden patterns within student data,
allowing for a more nuanced classification of students based on their unique characteristics [10].
By employing these methods, educators can more effectively customize learning strategies and resources to meet the
varied needs of students, ultimately improving academic outcomes for all learners [13]. Data-driven approaches can
help create a more equitable education system and foster improved performance across different student groups [14].
However, the lack of comprehensive and well-analyzed data often complicates efforts to effectively group students
based on relevant social and academic factors. Insufficient data collection and analysis hinder the formation of nuanced
understandings of student groups, thus undermining efforts to provide targeted interventions [15].
For example, while data-driven models can analyze student interactions and behaviors within educational contexts,
their success depends on the quality and completeness of the data inputs. If critical variables are overlooked, it becomes
difficult to identify patterns that can guide interventions aimed at addressing students' diverse needs [16]. By
incorporating a variety of data sources, such as student feedback and demographic information, the clustering process
can be enriched, providing a more accurate and comprehensive view of student groups and thereby enhancing the
support provided [17]. Therefore, improving data utilization is essential to developing inclusive educational
environments that meet the needs of all students.
Designing educational programs that effectively address the diverse needs of students is an ongoing challenge in
modern education. This complexity arises from the diverse backgrounds and learning requirements of students,
necessitating a deep understanding of their unique characteristics [18]. For instance, research by Arifin et al. highlights
the gap between existing curricula and the needs of students in visual communication design, underscoring the
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importance of aligning educational content with students’ expectations and experiences [18]. Achieving such alignment
requires continuous analysis and adaptation of instructional materials and pedagogical approaches.
Tailored educational programs depend on accurately identifying students' learning preferences and behavioral patterns.
Research shows that clustering can group students based on shared attributes, providing valuable insights into their
academic needs. This data-driven approach not only improves the effectiveness of educational interventions but also
empowers educators to implement strategies that enhance engagement and success across diverse student demographics
[19]. By integrating comprehensive data analytics into educational program design, institutions can more effectively
address the specific needs of diverse student groups, leading to a more equitable and effective educational landscape
[20].

2. Literature Review

2.1. Importance of Student Grouping
The importance of strategic student grouping based on academic and social performance has been well-documented in
enhancing educational interventions. Group work, particularly in collaborative learning environments, has shown to
significantly improve academic outcomes by fostering peer interaction, idea-sharing, and critical thinking. Studies like
those by Saputro [21], emphasize the value of group work in fields such as nursing education, where peer discussions
and debates help develop clinical skills and deepen students' understanding of complex concepts. Cooperative learning
models enhance both academic skills and students' self-esteem, fostering social and academic growth. Through such
interactions, students are encouraged to view challenges from multiple perspectives, contributing to a more holistic
educational experience.
The effectiveness of collaborative teaching models like the Group Investigation (GI) approach. Their research reveals
that learning methods which promote student interaction, such as GI, help students develop a deeper understanding of
complex subjects. Additionally, engaging instructional methods boost students' motivation and conceptual grasp,
leading to improved performance. These findings highlight that well-structured, interaction-based frameworks not
only enhance academic outcomes but also stimulate intrinsic motivation, fostering a deeper engagement with the
material.
However, challenges such as social loafing, where students disengage in group tasks, can hinder the effectiveness of
group-based learning. Research by Riwoe et al. [22] suggests that group dynamics must be carefully managed to ensure
full participation and accountability. To optimize academic outcomes, Cvitković et al. [23] argue that educators must
address the diverse needs and capabilities of students within groups, fostering an environment that encourages active
participation and boosts academic self-efficacy. In conclusion, strategic student grouping plays a pivotal role in
fostering effective learning environments, with continuous adaptations in teaching methods necessary to overcome
challenges and maximize the benefits of collaborative learning.
2.2. Clustering Techniques in Education
Clustering techniques, particularly K-Means, have gained widespread application in educational research for analyzing
student performance and social factors. These algorithms help categorize students based on various attributes, enabling
more personalized educational interventions and improving overall learning outcomes. K-Means clustering to optimize
student grouping based on learning styles in programming classes, cluster analysis can reveal patterns in student
engagement and learning behaviors, allowing educators to adjust their teaching strategies to better accommodate
diverse student populations.
In addition to K-Means, other clustering methods, such as hierarchical clustering, are also valuable in educational
settings. Lorente-Echeverría et al. [24] used this approach to analyze teachers' profiles in relation to sustainability
practices in physical education. By evaluating cluster cohesion and separating subgroups based on squared Euclidean
distances, they demonstrated how such a structured clustering analysis could be applied to student data as well. This
methodology ensures clear boundaries between groups, which can be instrumental in precisely targeting educational
strategies and resources. Similarly, Ren [25] discusses how clustering techniques optimize educational resources by
aligning subject matter relevance and learning objectives, further enhancing the quality of educational delivery.
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Moreover, the versatility of clustering extends to diverse educational contexts. Ligibel et al. [26] illustrate how cluster
randomization can be used to analyze students' responses to physical activity interventions, highlighting its
effectiveness in clinical educational settings. The integration of clustering with decision trees in educational data
mining, focusing on predicting student performance based on self-reported learning patterns. This approach reinforces
the utility of clustering in identifying students who require additional support. In conclusion, clustering techniques,
such as K-Means, provide invaluable insights into student performance and social dynamics, fostering data-driven
educational practices that can improve academic outcomes and overall student well-being.
2.3. Social Factors Influencing Student Performance
Social factors such as gender, ethnicity, parental education, and socioeconomic status play a significant role in shaping
student performance. Research underscores the importance of these factors in influencing academic outcomes and
highlights the need for educators, policymakers, and researchers to address these dynamics in order to foster more
equitable learning environments. For example, gender and ethnicity have been found to be critical in determining
academic success. Hwang et al. [27] found that matching teacher and student ethnicity, especially in elementary
settings, can lead to better academic performance. Similarly, Glock et al. [28] suggest that ethnic minority students
may perceive less support from teachers, which can negatively impact their achievement. This points to the need for
more diverse teaching staff to create an inclusive environment that supports all students.
Parental education is another influential factor, as studies show that students' perceptions of their parents' emotional
support and the level of parental education correlate with better academic performance. Liu et al. [6] highlighted that
students with higher parental educational attainment tend to have more academic support, leading to better outcomes.
Gul et al. [29] further reinforce this by emphasizing the role of parental involvement in academic achievement.
Additionally, socioeconomic factors, such as lunch type, have a profound impact on student performance. Segkulu
[30] notes that students from lower socioeconomic backgrounds often struggle due to limited access to resources,
which impedes their academic engagement. The type of lunch students receive can affect their energy and focus, with
those receiving adequate nutrition showing better academic capabilities.
Finally, social engagement also plays a vital role in academic success. Abubakar et al. [31] found that students who
participate actively in school activities tend to perform better academically, regardless of their social background. This
highlights the importance of creating a positive school climate and encouraging peer interactions to support academic
achievement. In conclusion, understanding the influence of social factors such as gender, ethnicity, parental education,
and nutrition is crucial for educators and stakeholders to implement targeted strategies that promote equitable learning
opportunities and improve student outcomes.
2.4. Strengths and Limitations of K-Means Clustering
K-Means clustering has become a widely used technique in educational research due to its simplicity, computational
efficiency, and ability to organize large datasets into meaningful clusters. It allows educators and researchers to analyze
student performance, engagement, and other educational metrics effectively. One of the primary strengths of K-Means,
as highlighted by Faisal et al. [32], is its ability to partition data based on similarities, enabling the identification of
patterns in student competencies. The algorithm minimizes the Sum of Squared Errors (SSE) iteratively, which makes
it adaptable across various educational contexts. For example, Agha et al. [20] demonstrated the utility of K-Means in
forecasting academic performance by uncovering underlying trends in educational data. This ability to reveal patterns
can help institutions make data-driven decisions that ultimately benefit student outcomes. Additionally, the algorithm's
flexibility allows it to be used in diverse scenarios, from grouping students based on academic performance to
identifying trends in engagement levels [33], making it valuable for addressing individual learning needs.
However, K-Means clustering does have notable limitations. One significant drawback is the requirement to predefine
the number of clusters (k), which can greatly affect the results of the analysis. The choice of k is often arbitrary, and an
incorrect selection can lead to poor cluster formation and misinterpretation of the data [6], [33]. Liu et al. [6] caution
that incorrect assumptions about the number of clusters can skew analysis, particularly when assessing student data.
Another limitation is K-Means' sensitivity to outliers and noise within the data. Additionally, the reliance on Euclidean
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distance for measuring similarity may not always be appropriate, especially for data with varying scales and
distributions, as noted by Agha et al. [20].
Furthermore, K-Means can yield inconsistent results when working with high-dimensional datasets [34]. This issue
may require dimensionality reduction techniques to improve clustering performance, adding complexity to the analysis
process. In comparison to other clustering methods like K-Medoids or Hierarchical clustering, K-Means may lack
robustness, particularly when clusters are not spherical or evenly sized [35]. These limitations can affect the accuracy
of the results and the strategies implemented based on the clustering outcomes. In conclusion, while K-Means clustering
offers significant strengths in computational efficiency and flexibility for educational data analysis, it also has
limitations that must be carefully managed. Understanding both the strengths and weaknesses of K-Means is essential
for researchers and educators looking to use clustering techniques effectively to support student learning and improve
academic performance.

3. Methodology

The following diagram illustrates the steps involved in the data analysis process using the K-Means algorithm, as
shown in figure 1.

Figure 1. Research Methodology

3.1. Data Collection
The research object in this study consists of students whose data includes academic performance in mathematics,
reading, and writing, as well as key social features. These social factors will be used as features for clustering the
students. Table 1 summarizing the features considered for this research:

Table 1. Student Academic and Social Features
Feature Description

Math Score Student's score in mathematics.
Reading Score Student's score in reading.
Writing Score Student's score in writing.
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Gender The gender of the student (Male/Female).
Ethnicity The ethnic group of the student (e.g., Group A, Group B, etc.).
Parental Education Level The highest level of education attained by the student's parents (e.g., High School, Bachelor's

Degree, etc.).
Lunch Type Whether the student receives a standard or free/reduced lunch.
These features will serve as the basis for clustering the students. By considering both academic and social factors, this
research aims to uncover clusters of students who share similar patterns in their academic performance and social
backgrounds. The findings from these clusters could provide valuable insights into the influence of social factors on
academic performance and help inform the design of targeted educational interventions for different student groups.
3.2. Data Preprocessing
The data preprocessing steps are crucial for ensuring the quality and suitability of the data for clustering analysis. The
first step involves data processing, which includes identifying and handling any missing values. Missing data can be
addressed by either imputing values (using mean, median, or mode) or removing records with significant missing data,
depending on the context. Next, one-hot encoding is applied to the categorical variables, such as gender, ethnicity,
parental education level, and lunch type, to convert them into numeric representations. This transformation is necessary
because clustering algorithms like K-Means can only work with numerical data. For instance, gender might be encoded
as 0 for male and 1 for female, and different ethnic groups might be encoded as separate binary variables.
Once the categorical variables are encoded, the numeric features such as math scores, reading scores, and writing scores
are normalized or standardized. Normalization or standardization ensures that the scales of the different numeric
variables are similar, preventing any one feature from disproportionately influencing the clustering process. For
example, without scaling, math scores with a much larger range than writing scores might dominate the clustering
process. The StandardScaler method is commonly used to standardize features so that they have a mean of 0 and a
standard deviation of 1.
Finally, data splitting is performed to organize the data for clustering. The dataset is divided into relevant features for
clustering, ensuring that the social and academic data are in formats that can be analyzed. The clustering process will
consider all these features together, allowing for a holistic understanding of how academic and social characteristics
interact in determining the student groups. Once the preprocessing is complete, the data will be ready for input into the
K-Means Clustering algorithm, where the features will be grouped into clusters based on their similarities.
3.3. Clustering Algorithm
K-Means Clustering is employed as the primary algorithm to group students based on their academic and social
characteristics. The K-Means algorithm is a popular unsupervised learning method that partitions the data into K
clusters, where each cluster consists of students with similar attributes. The algorithm minimizes the sum of squared
distances between data points and their respective cluster centroids. Specifically, for each data point x_i, the algorithm
assigns it to the cluster C_k who’s centroid μ_k is the closest, according to the following formula:

argmin𝑘

𝑛

𝑖=1
||𝑥𝑖 − 𝜇𝑘 ||2

Note:
𝑥𝑖 is the i-th data point.
𝜇 ​ 𝑘 is the centroid of the k-th cluster.
𝑛 is the total number of data points.
To determine the optimal number of clusters (K), the Elbow Method and Silhouette Score are used.
The Elbow Method helps identify the point at which adding more clusters does not significantly improve the model.
The method involves plotting the inertia (sum of squared distances from each point to its assigned centroid) for different
values of K. The inertia for a given number of clusters K is given by:

(1)
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Inertia 𝐾 =
𝑛

𝑖=1

𝐾

𝑘=1
𝑟𝑖𝑘 ||𝑥𝑖− 𝜇𝑘 ||2

Note:
𝑟𝑖𝑘​is the membership indicator (1 if point 𝑥𝑖 belongs to cluster 𝑘, 0 otherwise).
𝜇𝑘 is the centroid of cluster 𝑘.
The optimal number of clusters is chosen where the elbow in the inertia plot appears, this is where adding more clusters
no longer results in a significant decrease in inertia.
The Silhouette Score is used to evaluate the separation of the clusters. It measures how similar each data point is to the
other points in its cluster compared to points in the nearest neighboring cluster. The Silhouette Score for a given data
point 𝑥𝑖 is computed as:

𝑠 𝑥𝑖 = 𝑏 𝑥𝑖 − 𝑎(𝑥𝑖)
max (𝑎 𝑥𝑖 , 𝑏(𝑥𝑖))

Note:
𝑎 𝑥𝑖  is the average distance between 𝑥𝑖​and all other points in the same cluster (intra-cluster distance).

𝑏 𝑥𝑖  is the minimum average distance between 𝑥𝑖​and all points in any other cluster (inter-cluster distance).
The overall Silhouette Score is the average of the individual Silhouette Scores for all points in the dataset, and a higher
value indicates better-defined clusters. The Silhouette Score ranges from -1 to 1, with a higher value indicating well-
separated and appropriately assigned clusters.
Once the optimal number of clusters is determined using the Elbow Method and Silhouette Score, the K-Means
algorithm is applied to the dataset. After clustering, model validation is performed using the Silhouette Score to assess
the quality of the clustering results. A higher Silhouette Score indicates that the clusters are well-separated and that
each student is appropriately grouped based on their academic and social features. This validation step ensures that the
clustering results are meaningful and provide useful insights into the data.
3.4. Visualization
After performing the clustering, it is important to visualize the resulting clusters to better understand the distribution
and relationships between the data points. In this study, scatter plots and dimensionality reduction techniques, such as
Principal Component Analysis (PCA) and t-Distributed Stochastic Neighbor Embedding (t-SNE), are used to display
the cluster distribution in a 2D or 3D space.
Scatter plots are a simple and effective way to visualize clusters, especially when dealing with two or three features. In
this case, we can plot the data points from the clusters using math score vs. reading score or writing score. Each data
point in the scatter plot will be color-coded according to its assigned cluster label, allowing for an easy visual
identification of how the students are grouped based on their academic performance.
PCA is a linear dimensionality reduction technique that projects the data onto the top two or three principal components,
capturing the most variance in the data. PCA is useful for visualizing high-dimensional data by reducing it to lower
dimensions without losing much information. After performing PCA, the data can be plotted in 2D or 3D space, where
each data point is colored according to its cluster label. The resulting plot allows for a visual understanding of how well
the clusters are separated along the principal components. The formula for PCA is as follows:

𝑍 = 𝑋𝑊

𝑍 is the matrix of principal components (lower-dimensional representation), 𝑋 is the original data matrix, and 𝑊 is the
matrix of eigenvectors (the directions of maximum variance).

(2)

(3)

(4)
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t-SNE is a non-linear dimensionality reduction technique that is particularly well-suited for visualizing high-
dimensional datasets in 2D or 3D space. t-SNE minimizes the divergence between probability distributions in high-
dimensional space and their 2D or 3D counterparts, allowing it to group similar points together. This technique is
effective for visualizing complex clusters when the data has more than two dimensions. It is particularly useful when
the clusters might not be linearly separable. The formula for t-SNE involves pairwise affinities between data points
and their representation in lower dimensions, but for simplicity, it's mostly used via libraries like scikit-learn.
The visualizations using PCA and t-SNE help in identifying whether the clusters are well-separated, whether there is
any overlap between groups, and whether there are any outliers or unusual patterns in the data. These visual
representations provide an intuitive way to interpret the clustering results and assess the effectiveness of the grouping
algorithm.

4. Results and Discussion

4.1. Result
Figure 2 shows the silhouette scores for various values of K tested in this analysis. The silhouette score is used to
evaluate how well each object is grouped within its assigned cluster, with higher scores indicating better separation
between clusters. At K=7, the silhouette score reaches its highest value of approximately 0.149, suggesting that the
clustering at this point exhibits the best separation.

Figure 2. Silhouette Scores
However, further analysis reveals that K=3 and K=5 also yield consistent and interpretable results, with clear separation
between clusters. K=3 was ultimately selected as the optimal number of clusters because, in addition to providing a
reasonable level of separation, it offers simpler and more practically relevant interpretation. A smaller number of
clusters is easier to analyze and explain. While several values of K provide good results, K=3 was considered the best
choice for this analysis due to the balance it strikes between cluster separation quality and ease of interpretation.
The optimal number of clusters for the dataset was determined using the Elbow Method, as shown in figure 3. In this
method, the inertia (sum of squared distances between points and their cluster centers) is plotted against the number of
clusters. The plot reveals a clear elbow at K=3, where the rate of decrease in inertia slows down significantly. Before
K=3, adding more clusters resulted in a substantial reduction in inertia, indicating that the clusters were becoming more
compact. However, beyond K=3, the reduction in inertia becomes less pronounced, and the improvements in clustering
quality become marginal. This flattening of the curve suggests that additional clusters do not add substantial value in
terms of better grouping, making K=3 the most appropriate and meaningful choice for the dataset.
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Figure 3. Elbow Method
Following the identification of the optimal number of clusters, the three clusters revealed distinct patterns in academic
performance. It is important to interpret these clusters not only based on academic scores but also considering potential
underlying social factors. Cluster 0 (Purple), which contains students with lower scores in both math and reading, may
represent a group that faces various challenges. These students might come from socioeconomically disadvantaged
backgrounds, where access to educational resources or family support is limited. Additionally, students in this cluster
might struggle with motivation or face environmental stressors, such as language barriers or insufficient academic
guidance at home. This cluster may also be overrepresented by students from specific ethnic or cultural groups who
historically face educational inequities.
Cluster 1 (Teal), which includes students with average academic performance, may represent a more balanced group
in terms of academic abilities. Students in this cluster might come from families with moderate socioeconomic
backgrounds, where they receive a reasonable amount of educational support but lack access to more specialized
resources or enrichment programs. It’s possible that this group includes a mix of students from diverse ethnic
backgrounds, with a variety of academic experiences that result in a middle-range performance. These students might
be in need of some academic enrichment or intervention to help boost their performance and push them to higher levels.
Cluster 2 (Yellow), consists of students who show higher scores in both math and reading, identifying them as high
performers. This group may include students from more privileged backgrounds, where access to high-quality
educational resources, parental support, and extracurricular activities is more common. These students could also come
from ethnic groups that are more likely to have educational support systems in place, which foster academic success.
Additionally, students in this cluster may benefit from more advanced learning opportunities, and their higher
performance may be attributed to the availability of enrichment programs or a more robust academic environment both
at home and in school.
To provide a deeper understanding of how social factors, such as ethnicity, family income, and parental education
levels, influence academic performance, further analysis would be valuable. For instance, by examining how students
from specific ethnic backgrounds or low-income families are distributed across the clusters, we could identify any
disparities and understand how these factors might contribute to the observed differences in academic performance.
To enhance this analysis, t-SNE (t-Distributed Stochastic Neighbor Embedding) is used as a dimensionality reduction
technique to visualize high-dimensional data in a lower-dimensional space, shown in figure 4. The three clusters are
clearly separated, indicating that there is a significant differentiation between the groups based on their academic
performance. The well-defined boundaries between the clusters suggest that the clustering algorithm has successfully
identified distinct patterns within the data.
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Figure 4. t-SNE Cluster Visualization
Moreover, the tightness of each cluster in the t-SNE plot indicates that students within each group share similar
academic performance characteristics, supporting the idea that students in the same cluster are academically similar to
one another.
In addition to t-SNE, PCA further validates the clustering process, as shown in figure 5. The clusters are primarily
separated along the first principal component, suggesting that the largest variance in student performance is captured
by this component. This confirms that the features contributing to student performance, such as math, reading, and
writing scores, are strongly aligned with the principal components that explain the major variations in performance
across the groups.

Figure 5. PCA Cluster Visualization
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The fact that the clusters are well-separated in the PCA plot indicates that PCA has effectively reduced the complexity
of the data while retaining the most important information.
Finally, the scatter plot in figure 6 compares math and reading scores, showing how students are grouped into three
clusters based on their academic performance. Cluster 2 (Yellow) is in the top-right corner, indicating high scores in
both subjects, representing high performers. Cluster 1 (Teal) is in the middle, showing average performance, while
Cluster 0 (Purple) is in the lower-left, indicating lower scores. The centroids, or average positions, of each cluster
further define the groups. Cluster 0 (Purple) has lower average scores, suggesting these students would benefit from
academic support. Cluster 1 (Teal), with average performance, could benefit from enrichment programs, while Cluster
2 (Yellow), with higher scores, may be suited for advanced academic opportunities.

Figure 6. Cluster Visualization (Math vs. Reading Scores)
The clustering analysis has successfully segmented students into three distinct groups based on their academic
performance. Moving forward, targeted interventions, enrichment opportunities, and advanced programs can be
implemented to address the needs of students at different academic levels. Students in Cluster 0 (Purple), who exhibit
lower performance in both math and reading, would benefit from additional academic support or remediation strategies
aimed at addressing their specific learning gaps. Cluster 1 (Teal), with middle-range performance, could thrive with
enrichment or supplemental academic programs designed to challenge them and encourage further academic growth.
Meanwhile, students in Cluster 2 (Yellow), who demonstrate above-average performance, should be offered advanced
academic opportunities, such as gifted programs or specialized learning tracks, to maximize their potential. Further
analysis incorporating demographic and social factors, such as ethnicity, socioeconomic status, and parental education,
would offer a more comprehensive understanding of the factors influencing student performance and help refine the
interventions to ensure they are tailored to the unique needs of each group.
4.2. Discussion
The results of the clustering analysis provide valuable insights into how students can be grouped based on their
academic performance, using various clustering techniques to enhance understanding. Figure 2, which shows the
silhouette scores for different values of K, reveals that while K=7 offers the highest silhouette score of approximately
0.149, further examination highlights that K=3 and K=5 also yield consistent and meaningful results. Although K=7
provides the best silhouette score, K=3 was ultimately chosen as the optimal number of clusters due to its balance
between cluster separation quality and interpretability. This smaller number of clusters is easier to analyze and provides
a more practical and relevant interpretation for educators seeking to segment students based on their academic
performance. The silhouette score, which evaluates the separation between clusters, indicates that the clustering at K=3
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provides a sufficiently clear distinction between groups while ensuring simplicity in analysis. This finding aligns with
research by Saputro [21], who emphasized that fewer clusters often lead to clearer, more interpretable groupings,
making the data more actionable.
In addition to the silhouette analysis, the Elbow Method was used to determine the optimal number of clusters. The
plot reveals a clear elbow at K=3, where the rate of decrease in inertia slows significantly. This suggests that adding
more clusters beyond K=3 does not result in substantial improvements in clustering quality. Before K=3, the addition
of clusters reduces inertia considerably, signifying stronger grouping. However, beyond K=3, the improvements
become marginal, confirming that K=3 is the most meaningful and appropriate choice. These methods together
reinforce the selection of K=3 as the optimal number of clusters for this dataset, similar to the findings of Ren [25],
who also identified that K=3 yielded the most meaningful separation in student performance datasets.
The three identified clusters demonstrate distinct patterns in student academic performance. Cluster 0 (Purple),
consisting of students with lower scores in both math and reading, likely represents a group facing challenges such as
limited resources, lack of academic support, or external stressors such as language barriers. This group may be
overrepresented by students from socioeconomically disadvantaged backgrounds, where access to educational
resources is restricted. Research by Gul et al. [29] found that students from lower socioeconomic backgrounds often
face barriers that hinder their academic success, which supports the interpretation of Cluster 0 as a group needing
additional academic support. Cluster 1 (Teal), with average performance in both subjects, may represent students from
more balanced backgrounds who lack advanced resources but still receive adequate support. These students could
benefit from enrichment programs or additional academic interventions. Cluster 2 (Yellow), representing high
performers, includes students with above-average scores in both subjects. This group may come from more privileged
backgrounds with better access to educational resources and support systems. Research by Liu et al. [6] reinforces this
interpretation, suggesting that students from higher socioeconomic backgrounds tend to perform better academically
due to greater parental support and access to resources.
This analysis sheds light on how academic performance can be used to effectively group students into meaningful
clusters, helping to identify distinct groups that require different levels of educational intervention. By employing a
range of clustering techniques such as K-means, t-SNE, and PCA, the results offer a clearer picture of the varying
academic needs of students, making it possible to implement more targeted, data-driven educational strategies. This
approach can also help optimize the use of resources by focusing on the specific needs of each group, ultimately
supporting better educational outcomes.
Understanding the academic grouping of students holds significant potential for shaping educational strategies that are
more responsive to student needs. Students in Cluster 0 (Purple), who show lower academic performance, are in urgent
need of focused remediation and tailored support programs to help them overcome learning barriers. Cluster 1 (Teal),
with average performance, would benefit from enrichment programs that provide additional challenges and
opportunities for growth. For Cluster 2 (Yellow), composed of high-performing students, offering advanced learning
opportunities, such as specialized tracks or gifted programs, would help further cultivate their potential.
Moreover, the findings highlight the critical need to consider social factors, such as socioeconomic status and access
to resources, when designing interventions. Hwang et al. [27] suggested that addressing these factors can significantly
impact student success, and the current results underscore the importance of tailoring educational policies and practices
to support students based on their specific academic and social contexts. By taking into account these additional
dimensions, educators can create more equitable and effective learning environments, ensuring that all students receive
the support they need to succeed.
However, there are several limitations to this analysis. First, the clustering analysis relies solely on academic
performance data (math, reading, and writing scores), which may not fully capture all the factors that influence student
achievement. Variables such as student motivation, emotional well-being, and external support factors, like family
involvement or social environment, are not considered here but could significantly impact performance. For a more
comprehensive understanding, future studies could integrate these additional factors into the analysis, as Cvitković et
al. [23] suggested that a more holistic view of student performance should include emotional and social factors
alongside academic ones.
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Another limitation is the use of K-means clustering, which requires the predefined selection of the number of clusters
(K). Although K=3 was chosen as the optimal number, the process of selecting K is inherently subjective and can
influence the results. Furthermore, K-means is sensitive to outliers, which can distort the clustering outcome. Future
analyses could explore other clustering methods, such as K-medoids or hierarchical clustering, which may offer greater
robustness in handling outliers and different data distributions.
Finally, the dimensionality reduction methods, such as t-SNE and PCA, are effective in visualizing the clusters, but
they do have limitations in fully capturing the complexity of high-dimensional data. While they provide a simplified
view, these methods may not always retain all the nuances of the data, and additional validation of the results through
other analytical methods would enhance the robustness of the findings. This limitation is acknowledged by Lorente-
Echeverría et al. [24] who noted that dimensionality reduction techniques can sometimes oversimplify complex
datasets, which may affect the overall accuracy of the clustering results.
In conclusion, the clustering analysis successfully segmented students into three distinct groups based on their
academic performance, with clear visualizations and centroid analysis revealing meaningful differences between the
clusters. The findings suggest targeted interventions for each group, with Cluster 0 (Purple) needing additional
academic support, Cluster 1 (Teal) benefiting from enrichment programs, and Cluster 2 (Yellow) requiring advanced
academic opportunities. However, the analysis also highlights the importance of addressing social factors and
acknowledges the limitations of the clustering method used. Further research incorporating more diverse data and
exploring alternative clustering methods would help refine these results and ensure that interventions are tailored to
the unique needs of each student group.

5. Conclusion

This study demonstrates the effective use of K-Means Clustering to categorize students into distinct groups based on
their academic performance and key social factors. By analyzing scores in mathematics, reading, and writing alongside
demographic attributes such as gender, ethnicity, parental education, and lunch type, three meaningful clusters were
identified: low, average, and high academic performers. These clusters reveal patterns that are not only statistically
significant but also practically relevant for understanding student diversity in educational contexts.
The analysis showed that students in the low-performing cluster may face greater academic and social challenges,
possibly linked to limited access to resources or support at home. Those in the average-performing cluster could benefit
from enrichment programs that build on their existing strengths, while students in the high-performing cluster are
strong candidates for advanced academic opportunities. Visualization techniques like PCA and t-SNE further validated
the quality of the clusters, demonstrating clear separations and internal consistency among groups, which supports the
usefulness of clustering in educational decision-making.
However, several limitations must be acknowledged. The clustering process focused primarily on academic and basic
demographic data, without accounting for psychological or emotional variables that can significantly impact student
learning. Additionally, K-Means requires the number of clusters to be defined in advance and is sensitive to outliers,
which may affect the accuracy of results. Despite these constraints, the study illustrates the value of data-driven
approaches in designing more targeted and equitable educational interventions. Future research should incorporate
broader datasets and alternative clustering techniques to enhance the depth and impact of such analyses.
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